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Preface

The field of fluid mechanics is vast and has numerous and diverse applications in
everyday life. The papers in this book cover a wide range of topics in the area of
advances in fluid mechanics. The papers were presented at the eighth International
Conference on Advances in Fluid Mechanics held in Portugal in 2010. The meeting
was organised by the Wessex Institute of Technology, UK.

The conference has reconvened every two years since 1996, and originated a
very successful book series on the same topics which has resulted in over 60 volumes
since then.

The first conference was held in New Orleans, USA (1996), and then followed
by Udine, Italy (1998), Montreal, Canada (2000), Ghent, Belgium (2002), Lisbon,
Portugal (2004), Skiathos, Greece (2006), and The New Forest, UK (2008).

The papers in the book are arranged in the following sections: Computational
Methods in Fluid Mechanics; Environmental Fluid Mechanics; Experimental versus
Simulation Methods; Multiphase Flow; Hydraulics and Hydrodynamics; Heat
Transfer; Industrial Applications; Wave Studies; Bio-fluids; and Fluid Structure
Interaction.

This volume is part of the Transactions of Wessex Institute series, published in
paper and digital format and distributed throughout the world. In addition, all papers
are archived within Wessex Institute electronic library (http://library.witpress.com)
where they are permanently and easily available to the scientific community.

The Editors are indebted to all authors as well as the members of International
Scientific Advisory Committee who helped review the papers.

The Editors,
The Algarve, Portugal, 2010
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Turbulence modeling with the
boundary element method

J. Lupše, L. Škerget & J. Ravnik
University of Maribor, Faculty of Mechanical Engineering, Slovenia

Abstract

In the present article we were testing our flow solver for turbulent channel
flow. Velocity-vorticity formulation of Navier-Stokes equations is applied, thus
governing equations are given for the kinematic and kinetic aspects of flow instead
of mass and momentum equations. The solution algorithm first solves the kine-
matics equation for unknown boundary vorticity values using the single domain
boundary element numerical method. The next step of the solution algorithm is
calculation of the domain velocity field, which is also achieved by solving the
kinematics equation. In this and later cases we use the sub-domain boundary
element method. After the velocity field is known, we calculate the turbulent
kinetic energy and turbulent dissipation fields to obtain the turbulent viscosity.
Finally, the vorticity field redistribution is calculated via the kinetics equation.
For laminar solutions it was shown that the use of the boundary domain integral
method accuracy of solutions for benchmark test cases is very high on coarse
meshes. However, since this method is still limited, with high CPU and memory
requirements, parallelization of the algorithm is a must for calculating turbulent
flows. This was achieved with the use of a MPI (message passing interface)
standard.

1 Introduction

In this paper we present the application of the boundary element method for
solving planar turbulent flow problems with low-Reynolds-number turbulence
models. Since viscosity now includes an additional, modeled part, governing
equations have to be written in extended forms, which have to include this
nonlinear behavior. The compressibility effect was neglected for simplifying an
already highly nonlinear set of equations. For the same reason a zero gravity
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environment was applied. Governing equations are written in velocity-vorticity
form, which eliminates pressure from equations that describe incompressible fluid
flow. Instead of momentum conservation equations, velocity-vorticity formulation
gives the equation for vorticity transport. The mass conservation equation is trans-
formed into a kinematics equation with the help of vorticity definition. Kinematics
equations represent compatibility and restriction conditions between velocity and
vorticity field functions. These equations are derived from the mass conservation
law with the help of vorticity definition. Kinetics equations are obtained by
applying a curl differential operator to the momentum transport equation. For
application of the turbulence model, the stress tensor has to be rewritten in such a
way that we obtain appropriate form for the application of boundary elements. The
Laplace fundamental solution was used for kinematics equations integral forms,
which are then discretized by the single-domain boundary element method. As
this method is very memory consuming, we applied the wavelet transform [1] of
domain matrices in order to reduce its size. The resulting system of equations
is then solved by direct solver using LU decomposition. The parabolic-diffusion
fundamental solution was used in the integral form of kinetics equations, which
are then discretized by the sub-domain boundary element method. This type of
discretization yields an overdetermined system of equations, which is solved by a
LSQR [2] type solver. Obtaining a solution is very challenging due to the strong
nonlinearity of the vorticity equation.

2 Governing equations

Governing equations describing viscid fluid flow are conservation equations,
e.g. mass, momentum and heat energy conservation equations. For isothermal
flows, energy conservation equation may be omitted thus leaving us with only
mass and momentum conservation equations. Equations are further simplified for
incompressible flows. We can write those in Einstein notation as:

∂vj

∂xj
= 0 (1)

and

ρ0
Dvi

Dt
= − ∂p

∂xi
+

∂

∂xj

(
ν
∂vi

∂xj

)
+ ρ0gi, (2)

where i is 1 or 2 for their planar forms, vi or vj are velocity vector components,
xj are spatial coordinates, gi are gravity acceleration vector components, t is time,
p is pressure and ρ0 is density.

In equation (2), Dvi

Dt marks the material or Stokes derivative, which we can write

in extended form as Dvi

Dt = ∂(·)
∂t + vj

∂vi

xj
.

With some mathematical knowledge we can transform these equations to their
velocity-vorticity form. By use of vorticity definition, the mass conservation
equation can be transformed [3] to the following form:
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∂2vi

∂xj∂xj
+ eij

∂ω

∂xj
= 0. (3)

In equation (3) ω represents vorticity and eij is unit permutation tensor. Since
equation (3) does not have a unique solution we have to apply compatibility and
restriction conditions for velocity and vorticity fields, thus obtaining the following
equation for the kinematics of planar flows.

∂vi

∂n
+ eijωnj = −eij

∂vj

∂t
, (4)

where nj are unit normal vector components. Momentum transport equations
transform into the vorticity transport equation by applying the curl operator to
equations (2)

∂ω

∂t
+
vjω

∂xj
= ν0

(
∂2ω

∂xj∂xj

)
− 1
ρ0
eij
∂fm

i

∂xj
(5)

where fm
i is the source term due to nonlinear viscosity and is equal to

fm
i = −eij

∂η̃ω

∂xj
+ 2eij

∂η̃

∂xj
ω + 2

∂η

∂xj

∂vi

∂xj
, (6)

where nonlinear dynamic viscosity is decomposed into η = η0 + η̃.
Equation (5) is a scalar vorticity transport equation, since for planar flow,

vorticity has only one component different from 0.
For turbulence model Spalart-Allmaras [4] one equation low-Reynolds turbu-

lence model was used, where the trip term was omitted.

Dν̃

Dt
= Cb1 [1 − ft2] S̃ν̃ +

1
σ

[
∂

∂xj

(
(ν0 + ν̃)

∂ν̃

∂xj

)
+ Cb2

(
∂ν̃

∂xj

)2
]

(7)

−
[
Cw1fw − Cb1

κ2
ft2

](
ν̃

dn

)2

,

where dn is normal distance from the wall and ν̃ is a viscosity-like variable.
Turbulent eddy viscosity is computed from:

νt = ν̃fv1, (8)

where

fv1 =
χ3

χ3 + C3
v1

(9)

and
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χ =
ν̃

ν0
. (10)

The rest of the functions are defined as:

ft2 = Ct3e
−Ct4χ2

, (11)

fw = g

[
1 + C6

w3

g6 + C6
w3

] 1
6

, (12)

g = r + Cw2

(
r6 − r

)
, (13)

r =
ν̃

S̃κ2d2
n

, (14)

S̃ = S +
ν̃

κ2d2
n

fv2, (15)

fv2 = 1 − χ

1 + χfv1
(16)

and

S =
√

2ΩijΩij , (17)

where Ωij is a rotation tensor.
The values of the constants are as shown in table (1).

Table 1: Constants of the Spalart-Allmaras turbulent model.

σ Cb1 Cb2 Cw1 Cw2 Cw3 Cv1 Ct3 Ct4 κ
2
3 0.1355 0.622 Cb1

κ2 + (1+Cb2)
σ 0.3 2 7.1 1.2 0.5 0.41

3 Integral equations

Using ξ as the collocation point, the integral equations of kinematics [5] take the
form

c(ξ)�n(ξ) × �v(ξ) + �n(ξ) ×
∫

Γ

�v �q∗dΓ =
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�n(ξ) ×
∫

Γ

(
�q∗ × �n

)× �vdΓ + �n(ξ) ×
∫

Ω

�ω × �q∗dΩ, (18)

c(ξ)�n(ξ) · �v(ξ) + �n(ξ) ·
∫

Γ

�v �q∗dΓ =

�n(ξ) ·
∫

Γ

(
�q∗ × �n

)× �vdΓ + �n(ξ) ×
∫

Ω

�ω × �q∗dΩ. (19)

Ω and Γ denote domain and its boundary, c is the geometric parameter depending
on the location of source point and q∗ is the normal derivative of the fundamental
solution.

Equations (18) and (19) are the tangential and normal forms of the kinematics
integral equation, which we use for determining unknown boundary vorticity or
tangential velocity component boundary values and unknown normal velocity
component boundary values, respectively.

The integral equation of vorticity kinetics [3] is

c(ξ)ω(ξ) +
∫

Γ

ωQ∗dΓ =
1
η0

∫
Γ

(
η0
∂ω

∂n
− ρ0vnω + fm

t

)
U∗dΓ

+
1
η0

∫
Ω

(ρ0vjω + eijf
m
i )Q∗

jdΩ +
∫

Ω

ωF−1u
∗
F−1dΩ. (20)

For weighting function of equations (18) and (19), the elliptic Laplace funda-
mental solution was used. Its planar form is:

u∗ = − 1
2π
ln(r), (21)

where r is the distance between the source and the reference point. The normal
derivative is written as q∗ = ∂u∗

∂n .
For equation (20) the parabolic diffusive fundamental solution was used, which

is for planar flow in the form of:

u∗ =
1

4πατ

d
2

e
−r2

4ατ , (22)

where α is the relaxation parameter, d is the dimension of the problem and τ =
tF −t. Assuming constant variation of all field functions within the individual time
frame Δt, the time integrals may be evaluated analytically;

U∗ = α

∫ tF

tF−1

u∗dt (23)

and
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Q∗ = α

∫ tF

tF−1

q∗dt (24)

The basic equation of the Spalart-Allmaras turbulent model (7) was partitioned

to diffusive (ν0 ∂2ν̃
∂x2

j

), accumulation (∂ν̃
∂t ) and source term (b) in order to obtain the

corresponding integral equation;

c(ξ)ν̃(ξ, tF ) +
∫

Γ

ν̃Q∗dΓ =
∫

Γ

∂ν̃

∂n
U∗dΓ

+
1
α
bU∗dΩ +

∫
Ω

ν̃F−1u
∗
F−1dΩ (25)

3.1 Numerical algorithm

First, the laminar solution was obtained at some low Reynolds number [6].
Then calculation was restarted using the laminar results as initial conditions.
The numerical algorithm calculates kinematics matrices first before entering the
nonlinear loop. For laminar flows in the beginning of the nonlinear loop, the
kinematics of flow is solved. The next step is obtaining a solution for vorticity
transport, after that the loop begins anew. For turbulent flows, the algorithm first
calculates turbulent viscosity by solving the turbulence model equation(s). After
that, the nonlinear loop is the same as for laminar flows with the addition of
calculating turbulent viscosity after the vorticity transport equation.

Kinematics is solved by a single-domain BEM. Kinetics is solved by a sub-
domain BEM that uses quadrilateral elements for discretization of the domain.

4 Validation of the vorticity transport equation

The nonlinear vorticity transport equation was validated by calculating flows with
various viscosity distributions as shown in table 2. Uniform meshes of different
densities were used to test possibilities of capturing the nonlinearity of equations.

Table 2: Nonlinear dependence of viscosity for different test cases and values
of the vx component of velocity at channel half width; mesh a) 60x6
elements, mesh b) 70x20 elements, mesh c) 80x40 elements.

ν 1 + y 1 + 100 · y y3 y5 2 − y

Mesh a) 0.08515 0.00406 0.03729 0.01541 0.08515

Mesh b) 0.08499 0.00362 0.03700 0.01511 0.08499

Mesh c) 0.08500 0.00356 0.03713 0.01504 0.08500

Analytical 0.08496 0.00352 0.03704 0.01509 0.08496
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Figure 1: Boundary conditions for test cases.

The geometry for test cases was simple channel with a prescribed velocity profile
at the inflow and zero flux boundary conditions at the outflow as shown in

The generalized equation in form ∂
∂y

(
ν ∂vx

∂y

)
= −cwas solved for different vis-

cosity distributions and thus its behavior tested for nonlinear viscosity problems.
First, viscosity was set to be the function of 1 + k · y. If 0 ≤ y ≤< 1, the general
solution of this equation has the form:

vx(y) =
c

k

[
−y +

ln(1 + ky)
ln(1 + k)

]
(26)

Figures 2 and 3 show the results for two different values of k; 1 and 100. For low
values of k governing equations are only weakly nonlinear, thus even coarse mesh
describes the velocity profile quite well. At higher k values coarser meshes are
simply not good enough, hence the need for much finer meshes. Since gradients for
the first two cases of viscosity distributions are constant, we prescribed viscosity
distribution dependant on y3 and y5. If 1 ≤ y ≤ 2 analytical solutions have forms
of

vx(y) = c

[
1
y
− 2

3y2
− 1

3

]
, (27)

vx(y) = c

[
1

3y3
+

14
45

(
− 1
y4

+ 1
)
− 1

3

]
. (28)

A comparison of the analytical and numerical results is shown in Figure 4 for
y3 dependance and in Figure 5 for y5 dependance of viscosity.

To test negative gradients, the viscosity was set to be function ν = 2 − y. The
analytical solution for the velocity profile is
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Figure 2: Velocity x component profiles for ν = 1 + y viscosity distribution;
full circles represent numerical values, the full line represents analytical
values; mesh a) top left, mesh b) top right and mesh c) bottom.
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Figure 3: Velocity x component profiles for ν = 1 + 100 · y viscosity distribution.

vx(y) = c

[
1 − y

(
ln(2 − y)
ln2

)]
(29)

while y boundaries are the same as in cases of ν = 1 + k · y. The results for this
test case are shown in gure 6
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Figure 4: Velocity x component profiles for ν = y3 viscosity distribution.
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Figure 5: Velocity x component profiles for ν = y5 viscosity distribution.

5 Conclusion

The tested numerical algorithm was shown to be able to successfully cope with
strong nonlinearities in the vorticity transport equation and it is able to predict the
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Figure 6: Velocity x component profiles for ν = 2 − y viscosity distribution.

corresponding velocity field accurately. In all test cases, except in the case with
the strongest nonlinear viscosity distribution, even the coarsest mesh proved to be
adequate. In the future, the developed numerical algorithm will be used to simulate
turbulent fluid flow. DNS results of turbulent channel flow [7] will be used as a
benchmark example to validate the algorithm. Furthermore, the algorithm will be
tested on a backward-facing step example and compared with the DNS results of
[8].
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On properties of turbulence models

T. H. Moulden
The University of Tennessee Space Institute, USA

Abstract

Many applications of fluid mechanics are to turbulent flows. The practical com-
putation of such flows call upon turbulence models to provide the information
needed to close the mean motion equations. The present comments concern those
properties of turbulence models that may be obtained by direct study of the field
equations defining these models. The second moment model and the k ∼ ε model
are the focus of attention and norm inequalities are written for these models. The
stability properties of the associated dynamical system are determined. Some dif-
ficulties associated with obtaining norm estimates are also discussed.
Keywords: turbulence models, energy estimates.

1 Background

It is generally accepted that the Navier–Stokes equations describe the motion of
fluids under normal conditions of pressure and temperature. It is also accepted
that these same equations describe turbulent fluid motion (the “sinuous motion”
described by Stokes and studied by Reynolds). A caution is necessary at this point
since the consistency of the Navier–Stokes equations has not been documented. In
particular, there is no complete existence, uniqueness and regularity results avail-
able for these equations when provided with general boundary conditions.

Restrict attention to constant density fluid motion. Due to the lack of a complete
theory for the constant density Navier–Stokes equations:

∂vi

∂xi
= 0 (1)

∂vi

∂t
+
∂(vivj)
∂xj

+
∂p

∂xi
= ν∇2(vi) + fi (2)

noted above, it cannot be expected that a complete theory exists for the mean
motion equations used to treat turbulent flow. Here v(x, t) is the instantaneous
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velocity field and p(x, t) the corresponding pressure field (normalized by the con-
stant fluid density). Turbulence models have, as a prequel, the existence of a
Reynolds decomposition v �→ V+u where V = E(v), denotes the mean velocity,
and u(x, t) a fluctuating velocity field. The resulting lack of closure found in the
mean motion equations requires that a turbulence model be included. While such
a model closes the field equations, it is not based upon any real physical principle
and contains large empirical and heuristic content.

A turbulence model is said to be meaningful if it produces a closed set of mean
motion equations for which a unique solution exists. This definition makes no men-
tion of the predictive power of the turbulence model: that is a separate issue and not
addressed herein (but see Gatski [1] for a discussion of turbulence models). Rather,
the present interest focuses upon the mathematical properties of such models with
special reference to energy estimates. The standard energy estimate for equations
(1) and (2) gives:

|v| 2g (t) ≤ |f | 2g /(νL2v)2 as t→ ∞ (E1)

when a body force, f(x), is present but independent of time. The global norm of
some vector p, |p| 2g , is defined to be

∫
D〈p,p〉dV where the standard inner product

〈p,p〉 ≡ pipi (sum on i) is defined. D denotes the (bounded) domain occupied by
the fluid with ∂D its boundary. In the absence of body forces, the velocity norm
|v| 2g (t), decays exponentially (see Foias et al. [2], for example):

|v| 2g (t) ≤ exp[−νL2vt] |v| 2g (t = 0) (E2)

as t → ∞. Here Lv is the constant in a Poincaré inequality of the form ||L|| 2g ≥
L2v|v| 2g . These results hold for the instantaneous Navier–Stokes equations and
hence apply to both laminar and turbulent flows. When the Reynolds decompo-
sition is applied to the Navier–Stokes equations and the mean motion equations
obtained, it follows that the same bounds on |v|g must hold (but now v = V + u
implies that |v|g ≤ |V|g + |u|g and a direct comparison between |v|g and |V|g
is not possible). A valid turbulence model must produce a norm |V|g that is con-
sistent in properties with these estimates for the instantaneous equations: that is,
|V|g must decay exponentially as t → ∞ in the absence of a body force. For
example, it was shown in Moulden [3] that the classical Boussinesq model has this
property simply because, in norm, it has the effect of augmenting the fluid viscos-
ity as ν �→ ν + ντ for some eddy viscosity coefficient ντ . As such the Boussinesq
model does not reveal any physics associated with fluid turbulence other than an
enhanced rate of dissipation.

The first axiom of Newtonian mechanics provides the foundation for the sym-
metry structure of the equations of fluid mechanics. That is, the equations must be
covariant under the Galilean transformation group Ga. All constructs in the theory
must respect this symmetry. It is well known that the mean velocity field trans-
forms as V �→ QV + VB under Ga while the fluctuating velocity has the trans-
formation u �→ Qu. The Reynolds tensor R is frame indifferent under Ga. Here
Q is a constant orthogonal matrix and VB the constant Galilean boost velocity.
Details of these transformations are given in Speziale [4]. It follows directly that
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both div(V) �→ div(V) and div(u) �→ div(u): the mean and fluctuating conti-
nuity equations are both covariant under the transformation group Ga. Turbulence
models must be consistent with these transformations.

The mean motion equations can be extracted from the instantaneous equations
(1) and (2) by means of the standard Reynolds decomposition noted above to give
the system:

∂Vi

∂xi
= 0 (3)

∂Vi

∂t
+
∂(ViVj)
∂xj

+
∂Rij

∂xj
+
∂P

∂xi
= ν∇2(Vi) + fi (4)

In equation (4), P denotes the mean pressure field (again normalized by the fluid
density) and f(x) a time independent body force. A turbulence model is taken to
be a statement of the form:

φ(R,V,α) = 0 (5)

if R ≡ E(u ⊗ u) denotes the Reynolds tensor. The function φ may be vector
valued and may include partial derivatives as a set of evolutionary equations. φ is
referred to as a representation of a turbulent flow. α represents a vector of model
constants whose values are usually determined empirically. While equation (5)
may close the set of equations (3) and (4), it leaves many questions unresolved. It
is not known what, if any, bounds constrain the set of constants {αi} for a given
model to posses a stable physically realistic solution.

It is not clear, for example, that equations (3) and (4) have a solution for any
arbitrary model contained in equation (5). This question is more fundamental than
asking for equation (5) to reproduce the properties of turbulent flows since the
existence of a unique solution is a pre-requisite for predictive performance. For-
mally:

“A meaningful turbulence model is one for which the system
of equations (3), (4), (5) possesses a unique regular solution.
In addition, the system should have stable fixed points and
must be covariant under the group Ga.”

No test is available to ascertain if equation (5) does, in fact, specify a meaningful
turbulence model. The objective herein is to present the information that can be
obtained from energy estimates for the equations of turbulence models (as intro-
duced in Moulden [3] for a second moment closure model). A few comments are
made about a second moment model and the well-known k ∼ ε model is also
considered.

Restricting attention to “meaningfulness” does not remove the importance of the
criteria written by Hanjalić [5] for the construction of turbulence models. In partic-
ular: the model should satisfy the realizability constraints (the turbulence kinetic
energy must be non-negative for example) and be computationally manageable.
It must also satisfy the invariance requirements consistent with Newtonian contin-
uum mechanics. That is, more is involved in the construction of a turbulence model
than just the heuristic arguments required to select the functional form of modeled
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terms. The norm estimates discussed below should be attended to at the same time
as other computational issues are considered. Assessing the role of model con-
stants in the stability properties of the model should be an essential feature of
model development.

2 A uniqueness theorem

A uniqueness theorem for the mean motion equations, that follows the work of
Gurtin [6], can be written for equations (3) and (4) without appeal to a turbulence
model of the form given in equation (5). This result may be stated as:

Lemma I. Let (V1, P 1) and (V2, P 2) be two solutions of the mean motion equa-
tions in (3) and (4) (with the same boundary conditions and body forces). Then:

V1 = V2; R1 + P 1I = [R2 + C(x, t)] + [P 2 +Q(x, t)]I

such that the quantity C(x, t) is an arbitrary divergence-free symmetric second
order tensor and Q an arbitrary scalar field whose spatial gradient ∇(Q), van-
ishes Q = Q(t) only.

and is valid provided that the regularity required by the proof holds. The result
shows that while the mean velocity field is specified uniquely by the mean motion
equations, the Reynolds tensor need not be unique. The same is true of the mean
pressure field. The proof of this lemma, being given in Moulden [7], need not be
repeated here. The lemma implies that equation (5) cannot define a unique repre-
sentation, φ, of any particular turbulent flow model. However, the non-uniqueness
in R is of the form R �→ R + C with div(C) = 0 so that the computation of
the mean velocity is not compromised in equations (3) and (4). Such a finding is
on the same footing as noticing that the mass invariance constraint div(u) = 0
allows a gauge field, w(x, t), from the condition div(u + w) = 0 iff div(w) = 0.
The role of gauge fields in turbulence models will be addressed elsewhere and can
be adopted to describe the inactive component of the motion. For a discussion of
this inactive motion, and other problems related to turbulence, see for example,
Bradshaw [9].

In the proof of Lemma I it must be assumed that the mean velocity gradient
L = ∂V/∂x has bounded eigenvalues (but, there is no proof that this assumed
regularity is true). The local regularity results (ones that do not consider the influ-
ence of the initial conditions) for the Navier–Stokes equations are discussed in
Seregin [8]. Of course, it is the non-linear terms that impede the progress in con-
structing a full theory. It is known that if the boundary data is smooth on a bounded
domain then there is an “almost everywhere” restriction on solutions: sets of mea-
sure zero may contain singular behaviour. It is not clear how such a theory can be
extended to the mean motion equations, (3) and (4), due to the lack of information
about the properties of the Reynolds tensor, R, as defined by the turbulence model
given in equation (5). The second moment equation has little to offer here due to
the lack of closure of that equation (the Ψ term of equation (8) below must be
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represented by a turbulence model). The present approach assumes sufficient reg-
ularity to obtain the results for the selected turbulence model: these assumptions
are, however, stated as the discussion proceeds.

3 Energy estimates

Energy estimates start from the definition of norm quantities such as the velocity
|V| 2 = 〈V,V〉 and its global extension |V| 2g ≡ ∫

D〈V,V〉dV . The latter of
which can be evaluated from the norm energy equation for the mean velocity:

1
2
∂

∂t
|V| 2g + ν||L|| 2g = 〈〈L,R〉〉g + 〈V, f〉g

a result obtained from equation (4) by means of an inner product with the mean
velocity. Periodic boundary conditions have been assumed for this estimate and
will be adopted throughout the following. The standard Poincaré inequality allows
the statement ||L|| 2g ≥ L2L|V| 2g to replace derivative norms by value norms. Hence
there is the differential inequality:

∂

∂t
|V| 2g + 2νL2L|V| 2g ≤ 2||L||g||R||g + 2|V|g|f |g (6)

L denotes the mean motion velocity gradient ∂V/∂x. Herein, the notation
〈〈A,B〉〉g =

∫
D trace(ABT ) dV is adopted for the global inner product of any pair

of linear operators, A and B, on R3. Locally, 〈〈A,B〉〉 = trace(ABT ). Equation
(6) requires an estimate for ||R||g before anything can be said about the evolution
of the mean velocity norm. This estimate must be prepared for each turbulence
model considered. A class of invariant models were studied in Moulden [3] with
the conclusion that a stable system was only possible for a restricted parameter
vector α in equation (5). A brief revue of such a model is included here to illus-
trate the problems involved.

It is important to recognize that regularity assumptions are included in equa-
tion (6) in that the norm ||L|| 2g =

∫
D trace(LLT ) dV and the global inner prod-

uct 〈〈R,L〉〉g are both assumed to be bounded (which demands that both 〈〈R,L〉〉
and 〈〈L,L〉〉 be bounded everywhere and for all time). This requirement can be
expressed as the need for the eigenvalues of both L (a property of the mean motion)
and R (a property of the velocity fluctuations) to be bounded everywhere and for
all time. The Cauchy–Schwarz inequality provides an upper bound:

〈〈R,L〉〉g ≤ ||R||g||L||g ≤ [||R|| 2g + ||L|| 2g
]
/2

This inequality and the Poincaré inequality allow inequality (6) to be expressed in
the form:

∂

∂t
|V| 2g + νL2L|V| 2g ≤ 2

ν
||R|| 2g +

2
νL2L

|f | 2g (6a)

to show the role that the norms of the Reynolds tensor and body force play in the
stability of the mean motion. If regularity of the mean motion is assumed to the
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extent that the mean velocity gradient, L, and its temporal and spatial gradients
exist then equation (4) gives:

dL
dt

+ L2 + ∇(div(R)) = ν∇2(L) − P + F

where F = ∇(f) and P denotes the mean motion pressure Hessian. Both of
which are assumed to exist. Then an energy equation for the mean velocity gradi-
ent emerges in the form:

∂

∂t
||L|| 2g + 2ν||∇L|| 2g + 2〈〈K,L〉〉g = 2〈〈F,L〉〉g (7)

if K = L2 + ∇(div(R)).
It was shown in Moulden [3] that there is no unique estimate available for the

Reynolds stress models of the form discussed by Lewellen [10]. One reason for
the lack of a unique estimate is the existence of a norm hierarchy for the mean
motion equations. Estimates for turbulence models can use zero order norm closer
based upon the level of equation (6), or can have first order norm closure using
equation (7) with its additional regularity assumptions. In both cases conditional
linear stability (depending upon model constants) was found at the origin of the
phase space of the respective dynamical systems when body forces are absent.
Physical significance of the estimates also needs to be considered. The process is
illustrated below for zero order norm closure.

Second moment closure models are based upon the system of equations defined
by:

∂Rij

∂t
+ Vk

∂Rij

∂xk
+ Rjk

∂Vi

∂xk
+ Rik

∂Vj

∂xk
− ν

∂2Rij

∂x2k
= −Ψij (8)

(a set of six equations) for the Reynolds tensor R. Equation (8) makes use of the
notation:

Ψij = 2νE
[
∂ui

∂xk

∂uj

∂xk

]
+

∂

∂xk
E(uiujuk) + ψij ≡ ET |ij + DF |ij + ψij

with ET the turbulence dissipation and DF the velocity diffusion term. The linear
combination:

ψij =
[
∂

∂xi
− E(ujp) +

∂

∂xj
E(uip)

]
− E

[
p

(
∂uj

∂xi
+
∂ui

∂xj

)]
≡ DP |ij + SP |ij

of the pressure strain and pressure diffusion defines the tensor ψij . Write the right
hand side of equation (8) in the form: Ψ = ET + DF + DP + SP to allow the
estimate:

∂

∂t
||R|| 2g + 2ν||∇R|| 2g + 4〈〈LR,R〉〉g + 2〈〈Ψ,R〉〉g = 0 (9)

again for periodic boundary conditions. The case of zero order norm closure will
illustrate some of the problems associate with the construction of meaningful esti-
mates. The dynamical system for that estimate is given by:

∂

∂t

( |V| 2g
||R|| 2g

)
≤
(−νL2L|V| 2g + 2||R|| 2g /ν + 2|f | 2g /(νL2L)

−2νL2R|R| 2g − 2(ν + Λ∗ − 2L)||R|| 2g

)
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and is based upon equations (6a) and (9). The estimate:

〈〈LR,R〉〉g ≤ ||L||g||R|| 2g ≤ L||R|| 2g
(with ||L||g ≤ L assumed to be bounded) has also been introduced and has the
effect of removing ||L||g from the equation for ||R||g as is consistent with zero
order norm estimates. The turbulence model adopted in Moulden [3] placed:

ET = αeR + αi trace(R)I, DF = αfR, SP = αs[R − trace(R)I/3]

while the model for DP was included in that for DF (and was a simplified version
of the model discussed in Lewellen [10]). The model satisfies the required Galilean
covariance. Here, the set {αe, αf , . . .} are model constants (all greater than zero).
The constant Λ∗ in the dynamical system above is given by the sum Λ∗ = 2αs/3+
αe + αf + αi > 0. The Reynolds tensor norm decays like:

||R|| 2g (t) ≤ exp[−2(ν(1 + L2R) + Λ∗ − 2L)t] ||R|| 2g (0)

provided that ν(1 + L2R) + Λ∗ > 2L. In the limit as t → ∞, the mean velocity
norm then decays as:

|V| 2g (t) ≤ exp[−νL2Lt/2] |V| 2g (0)

in the absence of a body force. Otherwise, |V| 2g → 2|f | 2g /(νL2L)2 as t→ ∞. Note
that this is twice the value found in estimate (E1) for the instantaneous velocity
norm |v| 2g . With the removal of the mean velocity gradient from the ||R||g equation
any interaction of the Reynolds tensor with the mean motion is denied in this
estimate. The estimate is not physically tenable. Hence first order norm closure,
Moulden [3], must be adopted and an ||L||g term retained in the ||R||g equation.
The limit ||R||g → 0 is understood to mean that |u| → 0 locally and that |V|g →
|v|g. The finding above is another manifestation that the zero order norm closure
estimate is unsatisfactory. The above has shown:

Lemma II. Zero order norm closure for this model does not provide a useful
estimate for |V|g.

From Moulden [3], first order norm closure gave a limit for |V|g that was consis-
tent with estimate (E1) and was, in addition, linearly stable at the origin of phase
space.

The present analysis does not carry epistemological content as far as the struc-
ture of the turbulence is concerned. The global norm quantities that enter the the-
ory make no reference to the eddy sizes that contribute to the local motion. From
the definition |v| 2g =

∫
D〈v,v〉dV a global norm contains energy from all wave

numbers. It also contains energy from all points of the flow domain D. Only the
time evolution of the norm is determined from the theory. The work of Foias et al.
[2] and Henshaw et al. [11] for example does, however, make reference to some
physical aspects of the flow in terms of small and large scale motions. It is not
clear at this point how such information should be included in a turbulence model
– if, indeed, it is of importance so to do. Certainly, these two disparate flow com-
ponents play very different roles in the flow development. As noted below, it is
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often necessary to modify turbulence models for application close to solid sur-
faces where eddy dissipation and production is a physically significant feature of
the turbulence.

A comment can be made about the ubiquitous adoption of periodic bound-
ary conditions in functional estimates. Such boundary conditions remove certain
boundary integrals from the energy estimates. The flow region contained within
the domain D is not totally arbitrary in the present theory since it can only contain
solid boundaries if they have the required periodicity. This restriction is removed
in Moulden [7].

4 The “k ∼ ε” model

As a turbulence model, the k ∼ ε model is less complex than methods based upon
the full second moment equation (8). The six equations contained in (8) is reduced
to two equations, one for k and one for ε. However, the resulting k ∼ ε model is
algebraically more complex due to the definitions of P and the eddy viscosity ντ

in equations (15) and (16) below. That is ratios such as ε2/k and k2/ε arise in the
model. Herein, only an examination of the system is presented with the full theory
to appear in Moulden [7]. First, introduce the variables:

k = trace(R)/2 (the turbulence kinetic energy)

ε = νE [∂ui/∂xj)2] ≡ νE [trace(L′L′T ] (the turbulence dissipation)

both k ≥ 0 and ε ≥ 0 are well defined physical quantities in the sense of being
Galilean invariant and hence consistent with the Navier–Stokes equations.

Start the analysis with the adoption of a gradient transport model for the
Reynolds tensor R ≡ E(u⊗u) (as discussed in Bradshaw [12] for example).
That is, adopt the form:

R = 2ντD − 2kI/3 (10)

which relates R to both the mean motion, via the symmetric part, D, of the mean
velocity gradient, L, and the turbulence kinetic energy, k(x, t). The eddy viscosity
ντ = ντ (k, ε) is taken to be a function of both the kinetic energy k and the dis-
sipation ε. As in the Boussinesq model, R is related directly to the mean motion
in equation (10), but this specification does not close the mean motion equations
due to the inclusion of k in equation (10). Equation (10) leads to the global norm
inequality:

||R|| 2g ≤ 2|ντ | 2g ||L|| 2g + 4|k| 2g /3 (11)

since the Korn inequality, see Horgan [13], shows that ||D|| 2g = ||L|| 2g /2. Equation
(11) may be compared with the inequality of Schumann [14] discussed in con-
nection with the realizability conditions for the Reynolds tensor R. Equation (10)
further implies that:

trace(RLT ) = ντ trace(DD) ≡ ντ ||D|| 2 = ντ ||L|| 2g /2
and that:

〈〈R,L〉〉g = 〈〈ντD,D〉〉g ≤ |ντ |||D|| 2g ≡ |ντ |||L|| 2g /2 (12)
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from the Korn inequalities. Take the pair of equations:

∂k

∂t
+ Vj

∂k

∂xj
+Q =

∂

∂xj

[
νk

∂k

∂xj

]
(13)

∂ε

∂t
+ Vj

∂ε

∂xj
+ P =

∂

∂xj

[
νε
∂ε

∂xj

]
(14)

as defining the model k ∼ ε (see Wilcox [15] for example). This pair of equations
represent a standard form of the model and needs modification near solid surfaces
and as the motion decays to a quiescent state. In the above:

P = c1 ε
2/k + c2RijLij ε/k; Q = ε+ RijLij (15a,b)

and:

νk = ν + ντ ; νε = ν + ντ/σ; where ντ = αk2/ε (16a,b,c)

the actual values of the constants c1, c2, σ and α are not of importance at this
point but do feature in the final stability result. It can also be noted that Lemma I
suggests that P and Q are not uniquely defined since the transformation R �→
R + C is permitted with div(C) ≡ 0. Hence equations (13) and (14) are not
invariant under Lemma I. Equations (15a,b) take on the local form:

P = c1 ε
2/k + α c2 k ||D|| 2; Q = ε+ ντ ||D|| 2

with a trace(C LT ) non-uniqueness possible in P and Q.
Look upon the system (13)–(16) as a set of equations for the four variables

k, ε, P and ντ which augment the mean motion equations (3) and (4). Since P and
Q involve the norm ||L|| 2g there should be first order norm closure with equation (7)
included for a consistent estimate. With estimate (11), equation (6a) for the mean
velocity norm reduces to the differential inequality:

∂

∂t
|V| 2g +

νL2L
2

|V| 2g ≤ 2
ν3

|ντ | 2g +
4
3ν

|k| 2g +
1

νL2L
|f | 2g (17)

when the Poincaré inequality is employed. The evolution of the mean velocity
norm, |V| 2g , depends upon the norms |ντ | 2g and |k| 2g as well as the body force
norm. The norms of k, ε and ντ are related by the inequality obtained from equa-
tion (16c):

α|k| 2g ≤ |ντ |g|ε|g ≤ [|ντ | 2g + |ε| 2g ]/2
while the norms of P and Q relate to other norms as:

|P | 2g ≤ c1|µτ | 2g + αc2|k| 2g ||L|| 2g /2; |Q| 2g ≤ |ε| 2g + |ντ | 2g ||L|| 2g /2
if µτ = ε2/k when 2|ε| 2g ≤ |k| 2g + |µτ | 2g . Illustrate the process for zero order
norm closure when these inequalities reduce to:

|P | 2g ≤ c1|µτ | 2g + αc2|k| 2g L2/2; |Q| 2g ≤ |ε| 2g + |ντ | 2g L2/2
using the bound ||L||g ≤ L as above.
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Formally applying the Gronwall lemma to equation (17) (for which see Flavin
and Rionero [16]) there is:

|V| 2g (t) ≤ |V| 2g (0) exp[−νL2Lt/2] +
∫ t

0

F (t) exp[−νL2Lt/2] dt (18)

if F (t) denotes the right hand side of equation (17). The structure of equation (18)
is the same as that for the instantaneous Navier–Stokes equations discussed earlier
(from estimates (E1) and (E2)). However, the mean motion in estimate (18) decays
as exp[−νL2Lt/2] whereas the instantaneous motion decays as exp[−νL2vt]. The
meaning here was mentioned above in relation to equation (10). The turbulent
flow decay in estimate (18) has additional contributions from the norms |ντ |g and
|k|g which relate to the turbulent fluctuations. In the case where the body force
is independent of time and the norm |k|g decays with time, the limit t → ∞ in
equation (18) gives the form:

|V| 2g (t) ≤ 2|f | 2g /(νL2L)2 as t → ∞

which is twice the body force contribution found for the instantaneous equations.
It is again suggested that this can be attributed to the adoption of a zero order
norm closure in the equations without appeal to equation (7) for the mean velocity
gradient norm.

The k ∼ ε model provides an evolution inequality for both |k| 2g and |ε| 2g from
equations (13) and (14).

∂|k| 2g
∂t

+ (ν + n)L2k |k| 2g ≤ 1
4(ν + n)L2k

|Q| 2g (19)

∂|k| 2g
∂t

+ (ν + n/σ)L2ε |ε| 2g ≤ 1
4(ν + n/σ)L2ε

|P | 2g (20)

where the bounded constant n = ντ |max on D has been introduced. From the defini-
tions in equation (15), the norms |P | 2g and |Q| 2g are related by the inequality:

(2c1 − 3c2)|ε| 2g ≤ c2|Q| 2g + |P | 2g + |k| 2g
The model as treated herein is not intended to apply to wall bounded flows (some
of the properties of which are discussed in Patel et al. [17] as well as in Nagano
and Tagawa [18]). In particular, k → 0 at a solid surface but ε does not: hence µτ

is not well defined. Such wall bounded flows are examined in Moulden [7].
A system of equations has been obtained for the four unknown norm variables

in the k ∼ ε model. In actual estimates, it is required that values be given to the
Poincaré constants {LL; Lk; · · · }. It is well known, see Moulden [19] for actual
computations in a specific case, that the values of these constants can vary over
a range of several orders of magnitude. This happenstance calls into question the
actual numerical values adopted to determine the stability of the dynamical system.
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The dynamical system of interest is constructed from equations (17), (19)
and (20):

∂

∂t


|V| 2g
|k| 2g
|ε| 2g

 ≤


−ν L2L|V| 2g /2 + 2|ντ | 2g /ν3 + 4|k| 2g /(3ν) + |f | 2g /(νL2L)

−(ν + n)L2k |k| 2g + [|ε| 2g + |ντ | 2g L2]/(8(ν + n)L2k)

−ν∗ L2ε |ε| 2g + [c1|µτ | 2g + ν c2|k| 2g L2]/(8ν∗L2ε)


where ν∗ = ν + n/σ. Robinson [20] discusses properties of dynamical systems
which apply to the present situation. The fixed points of the corresponding dif-
ferential system can be established. By definition tenable solutions cannot have
negative values for the norms involved. Hence the fixed points (where the right
hand side vanishes) defines an equilibrium state for the motion. Note that the limit
|k| 2g → 0 and |ε| 2g → 0 cannot be taken for this model for reasons discussed
above. There is however:

Lemma III. The k ∼ ε model introduced above has a fixed point where the mean
velocity norm, for example, has the value:

|V| 2g =
2

νL2L

[
2
ν3

|ντ | 2g +
4
3ν

|k| 2g +
1

νL2L
|f | 2g

]
in terms of turbulence quantities and the body force norm. This fixed point is lin-
early stable.

to complete the discussion of this model.
As a final note to this section there have been many modifications to the k ∼ ε

model and Nagano and Tagawa [18] being one such addition to allow for near wall
effects. Such models call for additional functions, fν , fε and fu, say, which allow
for damping close to a solid wall. With these functions P is modified to:

P = c1fεε
2/k + c2RijLij fu ε/k

while the eddy viscosity coefficient is changed to the form ντ = αfνk
2/ε. The

free turbulence limit requires a separate treatment.

5 Final comments

Some comments have been made concerning the structure of norm estimates and
their application to both a second moment model and to the k ∼ ε turbulence
model. Without a body force present it was found that the second moment model
predicts that the motion will decay to the origin of phase space. In the case of
the k ∼ ε model, there was a limitation to fixed points in a uniform flow where
∂|V| 2g /∂t ≡ 0. That flow is linearly stable.
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Abstract

Modeling of turbulence-chemistry interaction is still a challenge. Turbulence
modeling with Large Eddy Simulation (LES) has been matured enough for
industrial problems. In LES eddies up to the filter width are resolved on the
grid scales, but the fine structures where combustion takes place are still not
resolved, which calls for combustion modeling in LES. Combustion closure in
LES is achieved through a Turbulence Chemistry Interaction Model (TCIM). Most
of the developed TCIM are based on the already existing RANS model. In the
present study, a TCIM based on the Eddy Dissipation Concept (EDC) is proposed
for large eddy simulation. The model is formulated from subgrid viscosity and
filtered strain rate tensor. EDC model constants are modified to account for the
partial energy cascading in LES. The other model used in this study is the steady
state Flamelet model. Another issue with reacting flows is the solution of the
pressure correction Poisson’s equation with density time derivative term, which
causes severe time constraint per iteration. Density time derivative is the most
destabilizing part of the calculation when the density from equation of state is
used. In the present study density is formulated from species mass fraction, which
is numerically stable and computationally less expensive. LES of the H2/N2
“FlameH3” non-premixed unconfined turbulent jet flame is performed using LES-
EDC and Flamelet model. The Reynolds number based on nozzle diameter and
jet bulk velocity is 10,000. The chemistry used for LES-EDC model is a fast-
chemistry. Results of the simulations in the form of means and variances of
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velocity and scalars are compared to experimental data. All these quantities are
in satisfactory agreement with experiments.
Keywords: LES, EDC, Flame H3, FLOWSI.

1 Introduction

Turbulence Chemistry Interaction Model (TCIM) is an approach where a
combustion model for reaction rates is developed considering the major aspects
of turbulence. In laminar flows a direct closure of the reaction rate is achieved by
the Arrhenius reaction rate equation, but in turbulent flows having fluctuations,
the direct closure leads to a difficulty due to non-linearity of the Arrhenius
term. The challenging problem in the turbulent combustion is the wide range
of length and time scales. The direct closure of a source term is only possible
through Direct numerical simulation (DNS). DNS resolves all the reactive length
scales, which makes DNS computationally expensive. Another approach is Large
Eddy Simulation (LES), where large geometrically-dependent energy carrying
eddies are resolved on the grid scales(GS), whereas effects of the smaller, more
universal isotropic scales are modeled using a sub-grid scale (SGS) models.
LES is a promising tool for understanding the physics of unsteady turbulent
flows at comparatively reduced cost. Performance of the TCIM depends on the
turbulence modeling. An accurate prediction of the turbulence leads to the better
prediction of the combustion characteristics. In LES the small dissipative eddies
where combustion takes place are not resolved on the grid scale. This calls for
a combustion model in LES also, the combustion models in LES do not differ
significantly from the already existing RANS models. An advantage with LES
is that it captures the instantaneous quantities and mixing more accurately than
RANS do.

Most widely used approaches for turbulence chemistry interaction are, a
conserved variable approach and Eddy Dissipation Concept (EDC). In the
conserved variable approach a transport equation for the conserved variable
such as mixture fraction is solved. The mixture fraction represents the mixed
ness of the fuel and oxidizer. In this approach turbulence and local equivalence
ratio are represented by filtered mixture fraction, mixture fraction variance and
scalar dissipation rate. Chemical kinetic is coupled with a flamelet equation
which is solved in the mixture fraction space. A turbulence-chemistry interaction
model based on presumed probability density functions (PDF) was presented
by Landenfeld [1], which was capable of capturing major and minor species
distribution features in turbulent diffusion flames. Branley and Jones [2], Forkel
and Janicka [3] carried out a LES of hydrogen diffusion flame using the
equilibrium chemistry model. Kempf [4] and Kempf et al. [5, 6] performed LES
studies of the Sandia Flame D, a Bluff Body flame, a hydrogen diffusion flame
and a counter flow diffusion flame using the steady state flamelet model and
they obtained satisfactory agreement with experiments. A LES of the piloted
Sandia-D flame using an unsteady Lagrangian flamelet model was performed
by the Pitsch and Steiner [7] and they achieved an excellent agreement even
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for minor species. The unsteady flamelet modeling is an expensive approach
compared to the steady state approach, but some of the important unsteady
phenomena such as extinction, re-ignition is possible through the unsteady
approach. McMurtry et al. [8] formulated the Liner Eddy Model (LEM) developed
by Kerstein [9] for LES reacting flows.

Hu et al. [10] carried out a LES simulation of swirling methane/air diffusion
flames using the Second Order Moment (SOM) and EDC models. In SOM model
the Arrhenius reaction rate equation was used for the direct closure of the source
term. The non-linear terms, which arise due to the closure of the Arrhenius reaction
rate equations, were modeled. The correlation functions between the temperature-
species mass fraction and the fuel-oxidizer mass fraction were approximated
using the gradient approach. The reaction mechanism used for the simulation
was a single step. The SOM model also introduced some problem dependent
constants. The predictions with SOM model were satisfactory but the predictions
with EDC model did not agree well with the experimental results. The reason for
the unsatisfactory prediction was that the EDC model employed by Hu et al. [10]
was the earlier version of EDC model proposed by Magnussen and Hjertager [11],
which uses the model constants based on the RANS. The model does not account
for the fine structure region and mass fraction also. Yaga et al. [12] carried out
a LES study of methane/air diffusion flame using a combustion model which
was a combination of the Arrhenius reaction rate and EDC model. The overall
reaction rate was the minimum of the Arrhenius reaction rate and the EDC model.
The obtained results compared fairly well with experiments except for the CO
concentration, that is because of the simple CO mechanism was used in their
study. In the present study, a turbulence-chemistry interaction model based on EDC
is extended from RANS to LES. A Proposal for modifying the model constant
based on the partial cascading is discussed. Present methodology is validated by
performing a Large Eddy simulation of the hydrogen diffusion flame “FlameH3”
at a Reynolds number of 10,000. A formulation for density based on conservation
of species mass fraction is also proposed [13].

1.1 Governing filtered equations

The governing filtered equation for LES are
The continuity equation

∂ρ

∂t
+
∂ρũi

∂xi
= 0 (1)

The momentum equation

∂ρũi

∂t
+
∂ρũiũj

∂xj
= − ∂p

∂xj
+

∂

∂xj

(
μ

(
∂ũi

∂xj
+
∂ũj

∂xi

))
− ∂τsgs

∂xj
(2)

The mass fraction equation for species i

∂ρỸi

∂t
+
∂ρỸiũj

∂xj
=

∂

∂xj

(
ρDi

(
∂Ỹi

∂xj

))
+ ρω̃i (3)
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where ρ is a (Favre) filtered density, ũi is a filtered velocity component, p is
pressure Ỹi is a species mass fraction for species i, μ is the dynamic viscosity, t is
time, τsgs is subgrid stress and ω̃i is the chemical source term. The incompressible
governing equations Eqs (1-3) were discretized using the finite volume method
(FVM) on a staggered cylindrical grid. A pressure correction Poisson’s equation
was solved at every time steps, and intermediate velocities and pressure were
corrected. Now pressure corrected velocity field is divergence free. The Total
Variation Diminishing (TVD) scheme was used for discretizing the convective
terms in the species transport equation, and the second order central differencing
scheme was used for discretizing the convective terms in the momentum equations.
The diffusive terms were discretized using the second order central differencing
scheme. The TVD schemes are preferred for discretizing the conserved variables
because of their bounded nature. These schemes do not produce undershoot and
overshoot in the conserved variables. A scheme is TVD if the total variations in the
conserved variable is never increased by convections, the values of the conserved
variable remains in between maximum and minimum. The TVD schemes are
defined by the choice of a flux limiter function, in the present methodology the
CHARM limiter is used [4]. The CHARM limiter is a smooth function which
helps to stabilize the numerical scheme. The Smagorinsky subgrid model was used
as a closure for the subgrid stress in filtered momentum equations. The transport
equations were integrated in time by an explicit low storage three stage Runge–
Kutta method. The numerical accuracy of the present finite volume technique is
second-order in space. For further details, please refer [4–6, 13].

1.2 Theory and modeling of the filtered reaction rates in LES

The Eddy Dissipation concept for the turbulence combustion proposed by
Magnussen and Hjertager [14], Magnussen [11] and Gran and Magnussen [15]
is a mixing controlled model. Performance of the EDC is highly dependent on the
turbulence model. Turbulence contains eddies of different length and time scale.
Larger eddies extract energy from the mean flow, these eddies are highly unstable
and breakdown in smaller eddies. This breakdown process continues until eddies
are sufficient small and they can not transfer energy further down. Eventually, this
process creates structures that are small enough that molecular diffusion becomes
important and viscous dissipation of kinetic energy finally takes place. The scale
at which this happens is the Kolmogorov length scale. These dissipative eddies are
termed as fine structures. In DNS these structures are explicitly calculated on the
grid and does not require the combustion modeling. In RANS none of the eddies
or structures are computed on the grid and the fine structures length and velocity
scales are evaluated using the turbulent kinetic energy k and its dissipation rate ε.
The characteristic length L� and velocity scale u� of the fine structures based on
the cascade theory of turbulence [16] are

L� =
2
3

(
3C3

D2

C2
D1

)1/4(
ν3

ε

)1/4

= 1.43
(
ν3

ε

)1/4

(4)
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u� =
(
CD2

3C2
D1

)1/4

(νε)1/4 = 1.75 (νε)1/4 (5)

where CD1 = 0.134 and CD2 = 0.5 [11, 14, 16]. ν is the kinematic viscosity and
ε is eddy dissipation rate. The scales L� and u� are the same order of magnitude
as the Kolmogorov length scales. The constant associated with Eq. (4) and (5) are
developed assuming the full cascade process at each numerical cell. A connection
between the fine structure and the larger eddies is achieved through the cascade.
Large eddy simulation although resolves most of the eddies or structures but
fine dissipative structures are not calculated due to computational constraint. The
smallest length scale available in LES is a filter width. The size of the fine structure
eddies is much smaller than the filter width and need to be computed as a function
of filter width. In principle, these fine structure regions are embedded within highly
strained eddies.

The transport equation Eq. (3) requires a closure for the source term. In EDC
model, it is assumed that each numerical cell consists of a reactor, with inflow
equal to surrounding mass fraction and outflow equal to burnt fine structures. The
source term in the transport equation Eq. (3) with EDC model is

ωi =
γ2

λχ

τ�
(Y 0

i − Y �
i ),

where γλ is the fine structure region, γ2
λ/τ� is the mass exchange between the

surrounding and the fine structure region. Superscripts � and 0 refer the fine
structure and the surrounding state respectively. τ� is a residence or mixing time.
χ [13] is a fraction of the fine structure where reaction takes place. The fine
structures state Y � are estimated using the reactor modeling. In the present study
a perfectly stirred reactor (PSR) is used assuming that the reactor mass is constant
at each time step and reactants are perfectly mixed inside it. The chemistry in
the reactor can be modeled either with fast chemistry, equilibrium or chemical
kinetics. In order to save computational time the fast chemistry approach is used.

The fine structure region is estimated as a function of fine structure velocity
and the eddy characteristic velocity u′, γλ = (u�/u

′). Characteristics of the
larger eddies such as the velocity u′ and length scale l′ are evaluated using the
turbulence model such as k − ε. In LES most of the turbulent kinetic energy is
resolved on the grid scale and only a small amount of the subgrid kinetic energy
is available explicitly. The fine structures region γλ is evaluated using the subgrid
eddy velocity usgs and fine structure velocity u�.

γλ =
(
u�

usgs

)
(6)

and using the Eq.(5), the fine structure region can be expressed as

γλ =
(

3CD2

4C2
D1

)1/4(
νε

k2
sgs

)1/4

(7)
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where ksgs is the subgrid kinetic energy and is modeled νsgs = Ck � ksgs
1/2 and

similarly the subgrid eddy dissipation rate is modeled εsgs = Cε(ksgs)
3/2/�. The

relationship between the subgrid viscosity, kinetic energy and dissipation is given
by νsgs = Cνsgsk

2
sgs/εsgs. Most of the subgrid models in LES evaluate the eddy

viscosity explicitly, and the subgrid kinetic energy and dissipation are calculated
implicitly. Then the EDC model is formulated using the eddy viscosity νsgs, where
the dimensionless model coefficients are Ck = 0.05 and Cε = 1.00 [17]. The fine
structure region is represented as

γλ =
(

3CνsgsCD2

4C2
D1

)1/4(
ν

νsgs

)1/4

(8)

Equation (8) is a function of the molecular viscosity, the subgrid viscosity
and the model constants. In case of LES a model constant CEDC =(
3CνsgsCD2/4C2

D1

)1/4
is introduced. Value of the model constant is CEDC =

1.01, where Cνsgs = 0.05 [17]. Using this value of the CEDC overpredicts the
temperature and the flame height is also under predicted. That is because the
constant CEDC has been developed using the standard value of CD2 and CD1

which are based on the full turbulence energy cascading. The model constant
CEDC has to be modified based on the partial cascading or no cascading in
LES. In order to establish the constant CEDC parametric studies were carried
out, and it was found that the model constant CEDC of 0.25 [13] gives better
predictions. Although in the current formulation, EDC constant is assumed to
be fixed, however in realistic problem the model constant has to be computed
dynamically. In addition to that an upper limit of (γλ < 1) is used wherever the
fine structure velocity is larger than the subgrid velocity.

1.3 Density calculation for splitting the conserved variables

In reacting flows, solution of the pressure correction Poisson equation with density
time derivative term causes a severe time constraint per iteration and is the most
destabilizing part of the calculation. This stability problem mostly dominates near
to the nozzle due to sudden heat release. A major issue discussed by Kempf et al.
[4], was the splitting of ρf with density ρ in the flamelet approach. He proposed
an Echt Konservativer Transport (EKT) scheme to alleviate this problem, which
is based on the conservation of fuel ρf and oxidizer ρ (1 − f). The EKT scheme
assumes two pseudo species XA = f+ = f and XB = f− = (1 − f) and the
transport equations for the pseudo species were solved in predictor and corrector
steps. In the EKT approach the density was formulated as [4]

ρ =
(
ρf̃+

)n+ 1�

+
(
ρf̃−

)n+ 1�

(9)

A similar problem is also faced while splitting ρYi with density in the EDC
approach [13]. Then a method similar to EKT is proposed for calculation of the
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density. In the present formulation, the species mass fractions were conserved
instead of pseudo species:

ρ =
i=n∑
i=1

(ρYi)
n+1�

/

i=n∑
i=1

(Yi)
n+1�

(10)

where
∑i=n

i=1 (Yi)
n+1�

= 1 . The time derivative density term in the pressure
correction equation is evaluated at each time step using the chemical density and
density from Eq. (10)

∂ρ

∂t
=
ρchem − ρ

�t (11)

2 Results and discussion

In the present study, a LES of the H2/N2 diffusion flames Flame H3 [18] was
carried out. The studied configuration has a fuel nozzle with a diameter (D) of
8mm, which was surrounded by an air co-flow of 0.2 m/s. The fuel jet consist of
a mixture of 50% of H2 and 50% of N2 by volume. The fuel bulk velocity was
34.8m/s, which gave a Reynolds number of 10,000 based on the nozzle diameter.
For the numerical simulation a cylindrical computational domain with 75D in
axial direction and 25D in radial direction was employed. The numerical grids
of 514 × 32 × 57 were used axially, circumferentially and radially respectively.
The grid was equidistant in the axial and circumferential directions. In the
radial direction, 5 uniform cells were used in the nozzle, otherwise the grid was
stretched linearly. The inflow boundary condition was Dirichlet condition. The
mean velocity profiles superimposed with fluctuations were applied at the inflow.
The fluctuations with specified length scales were generated using the turbulence
inflow generator developed by Klein et al. [19]. On the downstream (outflow
boundary) and the annular surface of the computational domain zero gradients
for velocity components were posed. Periodicity was applied to all quantities in
the circumferential direction.

Figure 1: Instantaneous distribution of χ.
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Figure 2: Mean and RMS centerline profiles of the mass fraction of H2O, mass
fraction of N2, temperature and velocity, where �, −− and represent
experimental, Flamelet and EDC respectively.

The instantaneous plot for the χ is shown in fig. 1. It can be seen that the
χ is comparatively higher, especially at the thin reaction zone between the jet
and coflow. The main reaction zone which varies from 25D-40D is also well
represented by χ. The concept of χ is very similar to the reaction progress
variable approach of Pierce and Moin [20]. Where a mixture fraction controls the
mixedness of the fuel and oxidizer and the progress variable estimates a global
extent of the reaction. Similarly, in the EDC model the fine structure mass fraction
represents an amount of the mixed fuel and oxidizer, the extent of the reaction is
governed by χ. In the previous study [10, 21], where the earlier version of EDC
model [11] withoutχwas used, the predictions were not satisfactory in comparison
to the experiments. Simulations without χ tends to overpredict the temperature and
major mass species fractions. LES, which is computationally demanding, reactor
modeling of the fine structures with chemical kinetics makes still more expensive.
The computational cost can be reduced by modeling the reactor with the fast
chemistry assumption and with appropriate χ. The time averaged and variance
of the temperature, velocities and mass fractions of species is depicted in figs 2
and 3. The calculated mean and RMS mass fractions of H2O, N2, and temperature
profiles along the centerline is shown in fig. 2. The computed results are compared
with the steady state flamelet model and experimental data base. The flame height
with EDC model is predicted well. It is observed that the prediction of mean and
variance is quite satisfactory with experiments.
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Figure 3: Mean and RMS radial profiles of the temperature and velocity , where
�, −− and represent experimental, Flamelet and EDC results
respectively.

It can be seen from fig. 2 that the peak of the variance of velocity is high
compared to the experiment. The instantaneous mixing caused a sudden heat
release and thus expansion near to the nozzle, which caused the deceleration
in the fluid. The sudden heat release also caused the dilatation within the thin
mixing layer between the fuel and oxidizer, thereby pushing apart the fuel and
oxidizer when they try to mix. This process could be transient in nature. The
boundary condition at the inflow is Dirichlet fixed velocity, which does not allow
for relaxation of the upstream flow. In experiments the boundary condition at the
inlet is not the Dirichlet fixed velocity, the fluctuation due to the heat release will
be adjusted automatically. The Dirichlet boundary condition is known to work
well for non reactive flows. All these effects caused increased of fluctuations
or turbulent kinetic energy near to the nozzle [4, 13], as observed in fig. 2. In
addition to that, the central differencing scheme used for the convective terms
produces high fluctuations, especially close to the nozzle. Simulating upstream
nozzle using immersed boundary condition along with a higher order convective
diffusive scheme might improve the solution.

The mean and RMS radial profiles of the calculated temperature and velocities
at R/D = 20 and R/D = 40 are shown in fig. 3. The calculated values are
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compared with experiments and flamelet solutions and the comparison seems to
be satisfactory. It is observed that the velocity was underpredicated at the core
R/D < 1.5 which affected the overall spread. A similar behavior is also observed
with the flamelet approach. It can be concluded that this behavior is not because
of the combustion model used but because of the inflow boundary condition and
modeling of the nozzle.

3 Conclusions

A Turbulence Chemistry Interaction Model (TCIM) based on the Eddy Dissipation
Concept (EDC) is proposed for large eddy simulation. The proposed model
estimates the fine structure mass fraction using the subgrid viscosity and kinematic
viscosity. Modification of EDC model constants CEDC = 0.25 was proposed
to account for the partial turbulence energy cascading. The LES of the H2/N2
non-premixed unconfined turbulent jet flame is performed using LES-EDC and
Flamelet model. The predicted means and variances of velocity and scalars are in
satisfactory agreement to the experimental data and flamelet approach. A novel
approach for estimating the density is proposed, where density is formulated
from species mass fraction, which is numerically stable and computationally
less expensive. Proper modeling of the inflow boundary conditions and nozzle is
essential for obtaining the accurate predictions.
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Abstract 

In general, developing turbulent pipe flow is a transition from a boundary layer 
type flow at the entrance to a fully developed flow downstream. The boundary 
layer thickness grows as the distance from the pipe inlet increases. An accurate 
description of the velocity and pressure distribution within the entrance region is 
very important to calculate the pressure drop for hydrodynamic inlets. More 
important perhaps, the velocity distribution is needed for an analysis of forced 
convection and mass transfer in a tube entrance. In the current study, we report 
the results of a detailed and systematic numerical investigation of developing 
turbulent pipe flow. Two-dimensional, axisymmetric computational scheme has 
been devised for determining the flow development in the entrance region of a 
circular pipe at different Reynolds numbers. The simulations are performed 
using commercial CFD software ANSYS FLUENT 12.0. Non-asymptotic 
behavior observed in developing turbulent pipe flow is discussed in detail. The 
predicted results are also compared with literature data.      
Keywords: non-asymptotic behavior, turbulent flow, laminar flow, fully 
developed flow, computational simulations, axial velocity, velocity overshoot, 
wall shear stress. 

1 Introduction 

Turbulent pipe flow is one of the most common fluid motion in industrial and 
engineering applications. The importance of knowing the length of pipe required 
for the turbulent flow to fully develop, i.e., the velocity profile to become non-
varying in the axial direction, has long been recognized. Consequently, several 
investigators have attempted to obtain solutions for incompressible turbulent 
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flow development in pipes or ducts using numerical techniques [1-4]. The flow 
in the inlet region of a pipe is a transition from a boundary layer flow at the 
entrance to a fully developed flow downstream. Until recently, it is expected that 
the flow near the entrance of a pipe should resemble boundary layer flow over a 
flat plate [5]. Therefore, the peakiness of the velocity profile, defined as the ratio 
between the maximum value and the spatial mean, was thought to increase 
gradually until the boundary layers meet at the pipe centreline. According to the 
measurements quoted by Schlichting [6], this appeared to occur in turbulent flow 
after 25 to 100 pipe diameters, the exact length depending on the Reynolds 
number. Thereafter the flow was considered fully developed. In fact, however 
developing turbulent pipe flow is much more complex and there is a significant 
difference between the behavior of the free stream in flow over a plate and in a 
pipe [7]. Unlike that encountered in flat-plate boundary layer flow, the free 
stream in the inlet region of a pipe is completely surrounded by a growing 
boundary layer. Thus, the free stream accelerates as the displacement thickness 
of the boundary layer grows, and it loses its identity downstream as the boundary 
layer thickness reaches a value equal to the pipe radius. Following the 
disappearance of the free stream, further changes in the velocity profile and 
turbulence structure occur before a fully developed condition (i.e. uniform flow) 
is reached [7]. Bradley (quoted in [8]) appears to be the first who discovered that 
velocity profile peakiness might reach a maximum, which he found at about 40 
pipe diameters, and then decreased again. Weir et al. [9] also obtained a 
maximum core velocity at 40 pipe diameters, while gradual velocity increase 
along the pipe were measured by Deissler [10] and Sale [11]. The latter type of 
velocity distribution was produced in [9] also, when a trip ring was inserted at 
the pipe entrance. Thus, it was shown that a change of inlet conditions might 
create substantial differences in flow development. Reichert and Azad presented 
detailed measurements of axial mean velocity profiles, in the inlet 70 diameters 
of the pipe, showing that the development of turbulent pipe flow is non-
asymptotic [12]. The experiments were done at seven Reynolds numbers in the 
range 56 000-153 000. An axial velocity peak exceeding the fully developed 
values has been found to occur along the pipe centreline. Hot film measurements 
of the mean wall shear stresses in the inlet region also show a non-asymptotic 
development consistent with the mean velocity results. The Reynolds number 
behaviour of the peak position has been determined. They suggested that the 
peak position is a function of Reynolds number given by: 

 
 255

Re10

79.0

Re10

89.0
80.30

 
D

x p
  (1) 

where xp is the axial distance to the peak position, D is the pipe diameter and Re 
is Reynolds number. This equation implied a limit of x/D~31 for the peak 
position at the highest incompressible Reynolds numbers. On the other hand, the 
analysis implied that rather long entrance length would be required for low 
Reynolds number flows to become fully developed. Klein [5] has given a review 
of experimental results on velocity profile development in turbulent pipe flows. 
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     In the current study, we report the results of a detailed and systematic 
numerical investigation of developing turbulent pipe flow. The present results 
also indicate that the development of the velocity profile to its fully developed 
value is not monotonic but displays a pronounced overshoot and consequently 
the fully developed state is not reached until some distance downstream. Since 
such flows are frequently used to provide reference or control inlet conditions for 
general flow investigations it is important that they should be better understood.                   

2 Turbulent pipe flow 

In general, the major velocity changes take place very close to the body surface 
[13]. Nevertheless, there is generally some ambiguity in speaking of the 
“boundary layer thickness” if what is meant in the region in which velocity 
changes from zero to free stream velocity. It is convenient and far more useful to 
define boundary layer thickness parameters that are completely unambiguous 
[13]. They are called the displacement thickness (δ1) and the momentum 
thickness (δ2). The displacement thickness is defined as follows: 
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where R is the pipe radius, u is the mean axial velocity, uc is the centreline 
velocity and r represents the radial location in the pipe. The momentum thickness 
is defined as: 
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     The measure of the flow development used in this paper is Sovran and 
Klomp’s [14] blockage factor (b) which is defined by the ratio of the 
axisymmetric displacement thickness (δ1) to pipe radius R. It can also be 
estimated by using bulk velocity (ub) and centreline velocity (uc) of the flow as 
given below:  

 
c

b

u

u

R
b  12 1  (4) 

3 Computational scheme 

The commercial CFD software package, FLUENT 12.0, which is based on the 
finite volume approach, is used for solving the set of governing equations. The 
discretized equations, along with the initial and boundary conditions, are solved 
using the pressure based solution method to obtain a numerical solution. Using 
the pressure based solver, the conservation of mass and momentum are solved 
iteratively and a pressure-correction equation is used to ensure the conservation 
of momentum and mass. Standard k-ω model is used for modelling turbulence. 
In addition, standard k–ε model and RNG k–ε model together with enhanced 
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wall treatment as the near-wall modelling method is used to investigate the effect 
of turbulence model on the flow development.  
     A schematic representation of the computational domain is given in Figure 1. 
At inlet (x=0), we apply a uniform velocity ub. No-slip boundary condition is 
applied on the pipe wall and the pipe outlet is treated as a pressure outlet. One 
plane in the axisymmetric pipe is simulated and pipe centreline is considered as 
the axisymmetry axis. The length of the computational domain is dependent on 
the Reynolds number of the flow in question. In general, the domain was at least 
three times as long as the calculated development length.   
 
 

            
              

Figure 1: Computational domain. 

     Two-dimensional, axisymmetric grid system is used for the computations. 
The assumption of axisymmetry implies that there are no circumferential 
gradients in the flow. In this case, FLUENT used the cylindrical representation 
of the incompressible Navier-Stokes equations by taking the advantage of 
axisymmetry of the flow field. Enhanced wall treatment is a near-wall modeling 
method that combines a two-layer model with so-called enhanced wall functions 
[15]. A boundary layer mesh is used close to the wall, which is fine enough to be 
able to resolve the viscous sublayer (first near-wall node placed at y+<5).  

4 Results  

4.1 Asymptotic behaviour of developing laminar flow 

The development of laminar flow is investigated prior to the study of developing 
turbulent flows. Laminar flow (Re=557) in a pipe with internal diameter 56 mm 
is simulated and the results are given in Fig. 2. The uniform inlet velocity is 
0.01 m/s and water is used as the working fluid. Fig. 2(a) shows the fully 
developed velocity profile at x/D=160. The velocity profile is parabolic and the 
maximum axial velocity is 0.02 m/s. In general, the axial velocity profile of 
laminar flow in pipes is given by the following expression: 

  
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12
R

r
uu b  (5) 

     Eq. (5) suggests that the maximum axial velocity at the pipe center is 0.02 m/s 
and shows a good agreement with the simulated results. Fig. 2(b) shows the  
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Figure 2: Asymptotic behavior of developing laminar flow (Re = 557): 
(a) Axial velocity, (b) Development of the axial velocity profile 
with non-dimensional distance from the inlet, (c) Contours of axial 
velocity. 

evolution of the centreline velocity along the pipe. As the fluid moves down the 
tube, a boundary layer of low-velocity fluid forms and grows on the surface 
because the fluid immediately adjacent to the surface must have zero velocity. 
This retardation near the wall spreads inwards owing to viscous effects and the 
slowed-down fluid close to the wall causes the fluid in the center to move faster, 
since the cross-sectional mass flow rate at any axial location remains constant. A 
particular feature of viscous flow inside cylindrical tubes is the fact that the 
boundary layer must meet itself at the tube centerline, and the velocity 
distribution then establishes a fixed pattern that is invariant thereafter. The part 
of the tube in which the momentum boundary layer grows and the velocity 
distribution changes with length is referred as the hydrodynamic entry length 
(xd). It is defined as the axial distance required for the centreline velocity to 
reach 99% of its fully developed value. As shown in Fig. 2(b), the centreline 
velocity gradually increases and reaches its fully developed value asymptotically. 
In this case, the hydrodynamic entry length is xd/D=31.78. Durst et al. [16] have 
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conducted a detailed numerical study and proposed the following nonlinear 
correlation for hydrodynamic entry length: 

    6.1/16.16.1 Re0567.0619.0 
D

xd  (6) 

     The calculated entry length (xd/D) according to Eq. (6) at Re=557 is 31.62. 
Therefore, the present predictions show a good consensus with the results 
presented by Durst et al. [16]. Contour plot of mean axial velocity field is given 
in Fig. 2(c). It clearly shows the asymptotic behavior of developing laminar flow 
in pipes.  

4.2 Non-asymptotic behaviour of developing turbulent flow 

The development of turbulent pipe flow is investigated in this section. Turbulent 
flow (Re=55776) in a pipe with internal diameter 56 mm is simulated and the 
results are given in Fig. 3. Water is used as the working fluid. The predictions 
are based on standard k-ω model. Fig. 3(a) shows the fully developed axial 
velocity profile at x/D=160. The velocity profile is flat compared to the laminar 
flow as expected. The maximum mean axial velocity is 1.189 m/s. The axial 
velocity profile of turbulent pipe flow is given by the power-law as follows: 

   n

c

Rr
u

u /1/1  (7) 

where n is the power-law exponent and determined by: 
 Relog8.17.1 n       (8) 

     The power-law profile is much more blunt than the laminar profile, ub~uc, but 
is more generally determined by: 
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     In this case at Re=55776, Eq. (9) gives ub/uc = 0.813, while the simulated 
results gives  ub/uc = 0.84.  
     Developing turbulent pipe flow is basically a transition from a boundary layer 
type flow at the entrance to a fully developed flow downstream. The boundary 
layer thickness grows as the distance from the pipe inlet increases. In order to 
maintain a constant bulk flow rate, the core region accelerates as it is being 
squeezed by the growing boundary layer. In the initial portion of the entrance 
flow, the boundary layers serve to squeeze fluid into the core causing the core 
velocity to increase. This core acceleration is the combined result of the 
deceleration near the wall and conservation of mass. As the flow evolves, the 
boundary layer grows and eventually merges. The flow subsequently evolves to 
its fully developed state. The initial core acceleration is so large for a turbulent 
flow that the centreline velocity overshoots its fully developed value as shown in 
Fig. 3(b). Hence, the development of turbulent pipe flow shows non-asymptotic 
behavior in contrast with the results of laminar flow. This velocity overshoot is 
more evident on the contour plot of axial velocity as shown in the Fig. 3(c). The 
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Figure 3: Non-asymptotic behavior of developing turbulent flow (Re = 
55776): (a) Axial velocity, (b) Development of the axial velocity 
profile with  non-dimensional distance from the inlet, (c) 
Contours of axial velocity. 

centreline velocity increases up to about 30 pipe diameters, and followed by a 
decrease up to about 65 diameters, and then attains an approximately constant 
value. However, there is a very small undershoot of the centreline velocity 
profile compared to the fully developed value after the peak velocity. This 
waviness is due to the adjustment of the shear stress in the central region, an 
extremely complicated process since shear stresses of any direction exist [17]. 
The axial velocity contour plots are characterized by a narrowing core of 
accelerating fluid, which disappears after 24-37 pipe diameters. Outer regions are 
characterized by decelerating axial flow over approximately the first 20 
diameters. This leads to axial velocities for radial positions near the wall, which 
undershoot the final fully developed values. The peak position of the centreline 
velocity is observed at xp/D=31.25. The same position can be calculated by using 
Eq. (1) and it gives xp/D=34.93 [18]. The reason that causes this discrepancy is 
uncertain. However, the differences of the inlet conditions used for experiments 
and simulations can influence the position of the centreline velocity overshoot.     
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Figure 4: Wall shear stress: (a) Laminar flow (Re = 557), (b) Turbulent flow 
(Re = 55776). 

     Fig. 4 shows the wall shear stress distribution for developing laminar and 
turbulent flows. At the entrance of the pipe, there are larger shear rates by the 
wall giving higher wall shear stresses. As the boundary layer grows, shear rates 
close to the wall decreases. When the flow is fully developed, shear rates do not 
change along the pipe and constant wall shear stress is observed. As shown in 
Fig. 4(a), the wall shear stress decreases monotonically and attains its fully 
developed value for laminar flow. Fig. 4(b) shows wall shear stress distribution 
of developing turbulent flow. Significantly higher wall shear stresses are 
observed in turbulent flow compared to the laminar flow. The wall shear stress 
decreases as the boundary layer grows along the pipeline. However, wall shear 
stress undershoots its fully developed value compared to the laminar flow. It 
decreases up to 15 pipe diameters and then gradually increases up to 57 pipe 
diameters to reach its fully developed value. This may be attributed to the 
undershoot of the axial velocity gradient close to the wall around the position of 
peak centreline velocity.    

4.3 Reynolds number effect on centerline velocity overshoot  

In this section, the effect of Reynolds number on the position of centreline 
velocity overshoot is investigated. Fig. 5 shows contour plots of mean axial 
velocity at two different Reynolds numbers corresponding to the flows at bulk 
velocities 0.25 m/s and 1.50 m/s, respectively. Comparison of the axial velocity 
contour plots showed that the centreline velocity peak is more pronounced for 
the lowest Reynolds number. The maximum value of up/ub approached 1.23 for 
Re=13994, while for Re=83664 the maximum up/ub value just exceed 1.18.     
     An analysis of centreline velocities was undertaken to determine the effect of 
Reynolds number on the velocity overshoot position. Fig. 6 shows the flow 
development at seven different Reynolds numbers. The calculated blockage 
factor is plotted against the non-dimensional pipe length. The centerline peak 
overshoot position slightly moves downstream as the Reynolds number 
increases. Larger Reynolds numbers are seen to produce lower peak values and 
smaller Reynolds numbers higher peak values. The present predictions show a 
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Figure 5: Contours of axial velocity: (a) U = 0.25 m/s (Re = 13994), (b) U = 
1.50 m/s (Re = 83664). 

good agreement with the experimental results presented by Klein [5]. The 
Reynolds number effect on the centerline peak position can be explained by 
considering integral boundary layer parameters. Axial displacement and 
momentum thicknesses (normalized by pipe diameter) have been computed by 
numerical integration of the axial velocity profiles and presented in Fig. 7. The 
behavior of these integral boundary layer parameters is significant in developing 
turbulent flow because the parameters are related to the momentum flux terms 
appearing in the boundary layer momentum balance equation [18]. As shown in 
the figure longitudinal derivatives of these integral parameters do not become 
zero monotonically providing a clear evidence of non-asymptotic character of the 
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Figure 6: Development of the axial velocity profile with non-dimensional 
distance from inlet. 
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Figure 7: Normalized displacement and momentum thicknesses: 
(a) displacement thickness, (b) momentum thickness. 

flow development. Both displacement and momentum thickness curves show a 
distinct peak in their development along the pipe. The results show that more 
rapid boundary layer growth occurs for the lower Reynolds number since 
thicknesses for the lower Reynolds number are largest. This is the usual trend 
observed for turbulent boundary layer growth in other flows such as on a flat 
plate. As a result of rapid development of the boundary layer at low Reynolds 
numbers, centerline velocity overshoot can be observed close to the pipe 
entrance. As the Reynolds number increases the peaks of the displacement and 
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Figure 8: Overshoot of the axial velocity profile in developing turbulent
. flow: (a) xp/D, (b) up/ub 

momentum thickness curves moves towards the downstream. Therefore, the 
position where the centerline velocity overshoot is observed moves downstream 
as the Reynolds number increases. It should be mentioned that a discrepancy has 
been found between our observation and Reichert’s [18] experimental data 
regarding the effect of Reynolds number on the location of the centerline 
overshoot position. Reichert suggested that the peak position is a function of 
Reynolds number given by Eq. (1) [18]. That means the peak overshoot position 
decreases as Reynolds number increases. The reason that causes this discrepancy 
is uncertain. However, the present predictions show a good agreement with the 
results presented by Wang [4] as shown in Fig. 8. Wang has reported that the 
peak overshoot position moves downstream as the Reynolds number increases. 
He has used standard k-ε model and Chien model [19] for turbulence modelling. 
The present predictions of centerline velocity overshoot position using standard 
k-ε model agree well with the results presented by Wang using same model as 
shown in Fig. 7(a). The magnitude of the velocity overshoot (up/ub) decreases as 
the Reynolds number increases. The present predictions and the results presented 
by Wang using standard k-ε model show good consensus as shown in Fig. 7(b). 
The predicted behavior of the centerline velocity overshoot based on standard k-
ω is also given in Fig. 7. There are significant deviations between the predictions 
based on standard k-ε and standard k-ω models. However, the predicted results 
show some similarities in their overall shape. The reason that causes this 
discrepancy is uncertain. Flow turbulence plays an important role in the physical 
process involved in the non-asymptotic mean flow development [18]. This 
suggested that the non-asymptotic behavior could be characteristic of both the 
mean velocity and turbulence stresses. These models handle turbulent quantities 
in different ways and it can be the reason for the observed deviations. A further 
investigation is needed in order to understand the effect of turbulence on the non-
asymptotic turbulent flow development. 
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4.4 Comparison of predicted results with experimental data 

The present predictions are compared with the experimental data presented by 
Reichert [18]. The wind tunnel installation used for the experiments has been 
described in detail by Reichert [18]. Briefly, air was blown through an 89:1 
contraction cone, tripped by a strip of sandpaper (50.8 mm), and allowed to 
develop along a 76 diameter length of 101.6 mm inside diameter steel pipe, 
before being exhausted through an 8° included angle conical diffuser. Profiles of 
the axial component of the mean velocity were calculated using dynamic 
pressures, which were obtained from differential pressure measurements between 
a traversing total pressure tube and a ring of static pressure taps in the same 
plane. A Betz projection manometer with 0.1 mm of water scale intervals was 
used. No corrections were attempted to account for turbulence or displacement 
effects on the pressure tube. Present simulations are based on the RNG k-ε 
turbulence model. The simulated case has the flowing physical conditions: 
ub=17.3 m/s, density = 0.118 kg/m3, kinematic viscosity = 1.59x10-5 m2/sec.    
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Figure 9: Comparison of mean axial velocity (x/D=61.9). 

     Fig. 8 gives a comparison of mean axial velocity profiles. A good comparison 
is observed between measurements [18] and predictions of axial velocity. 
However, there are some deviations close to the pipe center. The maximum 
deviation observed is about 1.45%. Fig. 9 shows a comparison of contour plots 
of axial velocity. It is notable that the simulation can predict the measured [18] 
behavior of the centerline velocity overshoot. However, there are some 
discrepancies. The measured maximum value of u/ub approaches to 1.27. The 
predicted value approaches to 1.19. Hence, the experiments produce a larger 
velocity overshoot compared to the predicted data. The measured results shows 
that the centerline velocity overshoot is located around 34<x/D<35.5. However, 
the predicted data shows the corresponding location around 25<x/D<31.5. 
Hence, the predicted velocity overshoot position is located closer to the pipe inlet 

Measured 
data [18] 

Predicted 
data 
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(a) 

 

 
(b) 

Figure 10: Comparison of contours of mean axial velocity: (a) measured data 
from Reichert [18], u/ub (contour interval = 0.02), (b) predicted 
data, u, (contour interval = 0.10 m/s).  

compared to the measured data. This can be attributed to the different inlet 
conditions employed in the experiments and simulations. In the simulations, a 
uniform velocity profile is used at the inlet while in the experiments, inlet 
boundary condition can be different from the simulations. The measurements 
show the waviness of the development of centerline velocity as shown in 
Fig. 9(a). It is notable that the simulations can capture the same physical 
phenomena even though there are some deviations between the magnitudes of 
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the velocity contours. In general, the present predictions show a satisfactory 
agreement with the experimental data presented by Reichert [18].     

5 Conclusions 

In the present study, we report the results of a detailed and systematic numerical 
investigation of developing turbulent pipe flow. Two-dimensional, axisymmetric 
computational scheme has been devised for determining the flow development in 
the entrance region of a circular pipe at different Reynolds numbers. Simulations 
are performed using commercial CFD software ANSYS FLUENT 12.0. 
     The present results indicate that the development of the mean velocity field of 
turbulent pipe flow is non-asymptotic. However, developing laminar flow shows 
an asymptotic behavior. Regions of overshoot and undershoot of axial velocity 
profiles are discernible in the developing region. In association with this mean 
velocity behavior, a non-asymptotic development has been found for the wall 
shear stress. It has been suggested that the flow development may take place in a 
damped oscillatory manner such that even after 60 diameters downstream some 
flow adjustment is still occurring.       
     Contrary to Reichert [18] observation, the present results show that the higher 
the flow Reynolds number is, the further downstream the centerline mean 
velocity peak overshoot position moves. The reason for this is unknown at 
present and more detailed study is required. However, the present predictions 
show a good agreement with results presented by Wang [4]. In addition, the 
behavior of the development of integral boundary layers supports the present 
argument. As the Reynolds number increases, the magnitude of the centerline 
velocity overshoot reduces. The predictions show satisfactory agreement with 
the experimental data presented by Reichert [18]. It is notable that the 
simulations can capture the complex oscillatory behavior of the turbulent flow 
development.  
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Abstract 

In this paper, the Vorticity Confinement method (VC) is presented for the 
calculation of flow field around a bluff body. The VC method was originally 
proposed by Fan et al. (“Computing blunt body flows on coarse grids using 
vorticity confinement”, J. Fluids Engineering, 124(4):1–18, Dec 2002) for the 
computation of thin vortical regions in the high Reynolds number incompressible 
flows. Steinhoff et al. (Large Eddy Simulation: Computing Turbulent Flow 
Dynamics, Chapter 12: Turbulent Flow Simulations Using Vorticity 
Confinement: Cambridge University Press, 2006) claim that VC is capable of 
capturing most of the main features of high-Re turbulent flows without the 
massive mesh resolution needed for Reynolds-Averaged Navier-Stokes (RANS) 
solutions or Large Eddy Simulation (LES). The aim of the method is to capture 
small-scale vortical structures efficiently. The presented study assesses the VC 
method (namely the first formulation, referred to as VC-1, which involves first 
derivatives of velocity), for external aerodynamics presented here on a well 
documented simplified car - Ahmed bluff body with different slant angles, 
namely 25° and 35°. These slant angles were chosen because the 35° slant angle 
supports the boundary layer separation and therefore stronger wake (also 
stronger oscillations of the wake), while at the 25° slant angle no separation 
takes part and the wake is much weaker and also more stable. The VC method 
was applied using different values for the diffusion parameter and confinement 
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parameter, respectively. In addition, different a mesh size was tested. The 
comparison results are presented for RANS models. The RANS simulations were 
carried out using the k –ωSST model run in transience with second-order 
differencing in time and space. OpenFOAM code with wall functions was used. 
The experimental data used for validation were taken from Lienhart et al. (Flow 
and Turbulence Structures in the Wake of a Simplified Car Model (Ahmed 
Model), Measurements MOVA- project, online database: http://cfd.mace. 
manchester.ac.uk/ercoftac/) from the ERCOFTAC database. Compared are 
velocity profiles in different sections along the Ahmed body for both 25° and 35° 
slant angles, and forces acting on the body and drag coefficient. 
Keywords: turbulent flow, Vorticity Confinement, Ahmed body, experiments. 

1 Introduction 

Many researchers and engineers are constantly looking for a rapid, yet correct 
method for external aerodynamics in turbulent flow with massive separation and 
vortexes. It is well known that standard CFD methods are not capable of 
conserving vortices over a sufficient period of time because of the numerical 
diffusion that is required to stabilize the numerical scheme. The solution 
obtained may be strongly dependent on the models and on the discretization used 
(e.g. turbulence model or grid) as soon as the flow is sufficiently complex with 
flow separation. Consequently, a large effort is still needed so that the flow 
physics is correctly represented. A natural way to tackle such a problem is to use 
high-order schemes and/or automatic grid refinement techniques in order to 
increase the accuracy of the resolution and thus avoid a too fast dissipation of the 
vortical structures [5–8]. However, such approaches are expensive and difficult 
to apply to realistic aerodynamic configurations with the present computer 
resources.  
     Until now there has been no universally acceptable turbulence model that can 
provide uniformly good results for engineering problems with separated flows. 
Algebraic models are simple to use, but are quite unreliable for separation flows 
because of the Boussinesq approximation. One-equation models have achieved 
closer agreement with experimental measurements for a limited number of 
separated flows than is possible with algebraic models, but the length scale for 
each new application needs to be specified. The k - εmodel is the most widely 
used in the family of two equation models; unfortunately, it is inaccurate for 
flows with adverse pressure gradients, separation and recirculation. It appears 
that all two-equation models are inaccurate for the flows around surfaces with 
large curvatures, separations, sudden change in mean strain rate, rotation, vortex 
shedding, and 3D unsteady motions. 
     Alternative techniques capable to overcome these difficulties at reasonable 
cost have been developed. We have to mention an original Steinhoff’s Vorticity 
Confinement method [9]. This technique modifies the incompressible Navier–
Stokes equations by adding a well-chosen source term into the momentum 
equations, which concentrates vortices over a small number of grid cells and 
allows one to convect them without diffusion over a long period of time. This 
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confinement source term is aimed to be a model of the vortex flow structures. 
Such methodology has been successfully applied to very different types of flow-
fields, from simple vortices up to complex rotor-fuselage interactions, using an 
extension of the method to general body surfaces with simple Cartesian grids and 
even to massively separated flows. The method has also been generalized to 
compressible flows considering the corresponding source term as a body force.    

2 Vorticity confinement model 

The vorticity confinement model is derived by adding a pair of terms to the 
transient incompressible laminar Navier-Stokes system, with the purpose of 
controlling the diffusive discretisation error and vorticity capturing. The idea of 
the model is that numerical discretisation methods introduce unacceptable levels 
of numerical diffusion and fail to resolve essential small-scale features of the 
flow. This can be clearly seen when a CFD code is used to transport an under-
resolved vortex over a large distance or one attempts to track a wave along a 
large distance. Authors [2] claim that VC is capable of capturing most of the 
main features of high-Re turbulent flows without the massive mesh resolution 
needed for Reynolds-Averaged Navier Stokes (RANS) solutions or Large Eddy 
Simulation (LES). This is achieved by adding a negative eddy-type viscosity 
which saturates in a stable manner and counteracts the positive viscosity added 
by inappropriate discretisation. 
     There exist two formulations of the VC model. The first, referred to as VC-1, 
involves first derivatives of velocity, whereas the second (VC-2) involves second 
derivatives [10]. VC-1 was chosen for this study due to its robustness. 
     Modified Navier-Stokes system including the pair of VC terms reads as 
follows: 
 0. u  (1) 

     sε

 p
t

uuu
u

vc..  (2) 

where vc is the diffusive coefficient which controls the dissipation of the 

vorticity part s . The second confinement term is calculated for the curl of 
velocity, using a user-defined constant s as follows:   

 



.s



  (3) 

where ω is curl of velocity defined as u .   x  

     From the presented set of equations, two parameters need to be set. It is the 
diffusion parameter vc  and confinement parameter ε. The first confinement 

constant vc is clearly related to fluid viscosity and numerical diffusion of the 

base (un-confined) solver. Its dependence of the Re number is clear. However, 
the second confinement constant ε is not dimensionless and its scaling with 
geometry, Re number and possibly other parameters is unknown. A consequence 
is that confinement tuning will be strictly problem-dependent, but presumably 
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constant over a range of related problems. In his paper, Vaughn [12] offers a way 
of estimating confinement parameters based on an analysis of the confinement 
parameter and the viscous terms. He suggested two ways how to calculate the 
parameters giving two different confinement parameters.  
     By assuming turbulence production to be homogenous and turbulent viscosity 
to be spatially constant for the local flow, it is possible to express the production 
in terms of vorticity. Since the laminar and turbulent viscous terms of the 
Navier-Stokes equations have the same form (due to Boussinesq approximation) 
the laminar components of the equation can likewise be articulated in terms of 
vorticity. Furthermore, it is assumed that vc is a measure of local viscosity, 

combining its laminar and “turbulent” contribution. By performing an order-of-
magnitude analysis, the first way how to calculate confinement parameter can be 
written in the form: 

 
uh
vc 2  (4) 

where h is the representative dimension of local cell size (here cell size close to 
the bluff body) and u is free stream velocity (in our case mean velocity 40m/s). 
Second form is defined as: 

  L
L

Re.
h

L

Re
134401

2
  (5) 

Both equations assume the diffusion coefficient vc to consist of viscosity. While 

first form (4) takes only laminar viscosity into account, the second form (5) 
assumes the turbulence using turbulent Reynolds number calculated with respect 
to the global size L of the bluff body.  

3 Model setup 

3.1 Geometry 

The presented study assesses the VC method for external aerodynamics 
presented here on a well documented simplified car – Ahmed bluff body [3]. The 
tunnel in which the Ahmed body was placed has 1.87 x 1.4m2 in cross-section 
and is 6m long. The flow parameters are: 
kinematic viscosity 15x10-6m2/s 
bulk velocity Ub = 40m/s 
height of the body h = 288mm 
Reynolds number based on height of the bluff body Re = 768000.  
The geometry of the bluff body is depicted in Figure 1. 
     The experimental data used for validation are from measurements of Lienhart 
et al. [4] and were downloaded from the ERCOFTAC online database. 

3.2 Computational mesh 

Computational mesh for all cases was created in program STAR-CCM+ using 
trimmed mesh (unstructured hexahedral mesh with “one to many” connections).  
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Such a mesh allows local refinement in the place of interest without affecting the 
mesh structure further from the place. The base size of the mesh in the free flow 
further away from the Ahmed body was held constant for all cases at value of 
0.1m. To study the grid dependence of VC method, three grid sizes were used as 
shown in the Table 1. The mesh was refined from the base size in the vicinity of 
the bluff body as well as in the region of recirculation. Only on coarse mesh the 
front part of the body has mesh size of 2.5 cm to capture the curvature of the 
front part of the body as depicted in Figure 2. For the fine and extra fine mesh 
the surface size is kept constant along the body surface except the stubs where 
the mesh has the size of approx. 3mm (see Figure 3).  
 

 
 

 

Figure 1: Ahmed body. 
 

Table 1. 

 Global 
mesh size 

Local 
mesh size 

cell 
number 

Coarse 0.10 m 0.0250 m 227,046 
Fine 0.10 m 0.0125 m 1,375,659 

Extra fine 0.05 m 0.0050 m 2,186,569 
 
 

 

Figure 2: Surface mesh detail with coarse mesh settings. 
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Figure 3: Surface mesh detail with extra fine mesh settings. 

 

Figure 4: Cross section specification (X positions). 

 

3.3 Solver settings in OpenFOAM 

The VC solver developed by H. Jasak was used for all computations. The solver 
is transient by nature therefore all computations have been carried as transient. 
Hence the results presented in the study are averaged over several seconds to 
capture 4 and more cycles of vortex shedding behind the bluff body. For the 
solution version 1.5.x of OpenFOAM, the PISO algorithm was used using 
GAMG solver with FDIC preconditioner for pressure and PBiCG solver with 
DILU preconditioner for velocities. The coarse mesh has maximal non-
orthogonality of 45 degrees and skewness of 3.5, while the fine mesh has 
maximal non-orthogonality of 50 degrees and maximum skewness of 2.9. The 
solver has been run with 2 non-orthogonal correctors.  

4 Results 

Results are presented for two geometries of the Ahmed body, namely for Ahmed 
body with 25° and 35° slant angles, respectively. These two geometries have 
been chosen for the different flow-field. The 35° slant angle supports the 
boundary layer separation and therefore stronger wake (also stronger oscillations 
of the wake) while at the 25° slant angle no separation takes part and the wake is 
much weaker and also more stable. As principle results, velocity profiles will be 
evaluated in several cross sections along the bluff body and close to slant angle. 
The locations of the cross sections are marked in Figure 4. 
 

    Z 

    
Z=0
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4.1 Ahmed body – 25° slant angle 

Results are presented for fine mesh – for details see Tab.1. In the Figure 5, 
calculations are presented for velocity profiles with the fine mesh. Velocities are 
presented in the Z-direction perpendicular to the floor plane, with zero value on 
the floor. As we can see, the values of velocities are very close to the ones from 
the measurements (Ercoftac points) and the maximum error is only 3 per cent. 
However, from the figure there is no visible trend for the improvement with 
changing of vorticity parameter ε. Courant number Co, which is the measure of 
the time step, was kept 8. The results from these computations are encouraging, 
while the mesh, although having over 1 million of cells has the smallest cells 
only 1.25 cm in size. The only noticeable discrepancy can be detected close and 
after the stagnation point, in the location X = 0.963. Calculations were also done 
on the coarse mesh (not shown here), where - unlike for the fine mesh –an 
influence of different values of vorticity parameter ε can be seen, this mainly in  
 

 
         Velocity m/s       Velocity m/s 

Figure 5: Velocity profiles on fine mesh, 25° slant angle, Comax = 8. 
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the wake region for locations X = -0.037 and -0.187, where velocities are over 
predicted. Generally, lowest difference can be encountered for very low and very 
high vorticity parameter ε, namely ε=10-5 and 10-2. The largest error is for 
ε=0.01.  

4.2 Ahmed body – 35° slant angle 

The Ahmed body geometry with the stronger slant angle leads to stronger 
separation and mainly the wake behind the body. This type of flow is more 
realistic to the real car geometry and more challenging case to model. Series of ε 
parameter values were tested as well as time steps and mesh coarseness as for 
previous geometry. Here the results of velocity profiles for 35° slant angle are 
presented. For the nature of the flow with the separation at the rear of the bluff-
body, the results are presented mainly concerning this region in a series of 
figures. Generally the behaviour of the VC model is the same as it is on the 
previous geometry with 25° slant angle, meaning there are not large differences 
in velocity profiles with respect to the changing ε parameter, as it could have 
been seen in Figure 6. The profiles for fine mesh are also shown in Figure 7 
where very good fit could be seen for most of the profiles. 

4.3 Comparison of VC and RANS simulations 

Individual results of velocity profiles calculated with RANS models are not 
presented here, only comparison with VC. However, we can conclude that the 
velocity profiles at given cross sections show quite a good match for fine mesh 
in the wake region. In this case the resolution of the weak wake is sufficient. The 
problem is to capture the flow around the bluff body, where the mesh resolution 
is not capable of capturing the boundary layer. While the RANS on 25° slant 
angle geometry is capable to capture the wake even on rather coarse mesh, it is 
not capable to do so on the 35° geometry. Results obtained on fine mesh (the 
same as for VC calculations) are shown in Figures 8 and 9.  

5 Conclusions 

From all the computations we can conclude, that the VC method could be used 
for flows with small or no separation caused by adverse pressure gradient. It is 
also clear that the computational mesh for VC could be coarser compared to the 
RANS computations. Since the VC method is in principle transient, the resulting 
data must be averaged over reasonably long period of time. The method seems to 
be for the particular case of bluff body flow insensitive on the VC parameter ε 
value, at least not that much as on the mesh. This conclusion, however, applies 
only to the particular case tested. In more complicated flow situation the effect of 
the VC parameter would be probably higher. The method must also be tested for 
grid independence as its success is dependent on the flow structure. From the  
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         Velocity m/s       Velocity m/s 

Figure 6: Velocity profiles on fine mesh, 35° slant angle, Comax = 8. 

 

 

Figure 7: Velocity profiles on fine mesh; ε = 1x10-3; Co = 10. 
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         Velocity m/s       Velocity m/s 

Figure 8: Velocity profiles; RANS and VC, 25° slant angle. 

 
 
 
point of view of practical computation the VC method brings improvement. 
Mainly in cases featuring transient behaviour, the speed-up is significant over 
RANS methods. Still the computation of Ahmed body flow with fine mesh 
would last several hours on multiple CPUs. In language of numbers, the RANS 
computations took two times more time than the VC computations on the same 
hardware setup. The VC main speed-up effect could lie in much more 
complicated flows where RANS or URANS simulation would demand grid of 
several tens of millions. The VC method could lead to faster prediction of 
turbulent flow, but its potential may lie in more complicated geometries, hence 
more complicated flow and turbulence structure configurations. 
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              Velocity m/s     Velocity m/s 

 

Figure 9: Velocity profiles; RANS and VC, 35° slant angle. 
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Abstract 

Flow field analysis through porous boundaries is of great importance, both in 
engineering and bio-physical fields, such as transpiration cooling, soil 
mechanics, food preservation, blood flow and artificial dialysis. A new family of 
exact solution of the Navier–Stokes equations for unsteady laminar flow inside 
rotating systems of porous walls is presented in this study. The analytical 
solution of the Navier–Stokes equations is based on the use of the Bessel 
functions of the first kind. To resolve these equations analytically, it is assumed 
that the effect of the body force by mass transfer phenomena is the ‘porosity’ of 
the porous boundary in which the fluid moves.  
     In the present study the effect of porous boundaries on unsteady viscous flow 
is examined for two different cases. The first one examines the flow between two 
rotated porous cylinders and the second one discusses the swirl flow in a rotated 
porous pipe. The results obtained reveal the predominant features of the unsteady 
flows examined. The developed solutions are of general application and can be 
applied to any swirling flow in porous axisymmetric rotating geometries. 
Keywords: exact solution, Navier–Stokes, porous, viscous flow, unsteady flow, 
laminar flow, swirl flow, Bessel functions. 
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1 Introduction 

In the previous years, problems of fluid flow through porous ducts have aroused 
the interest of Engineers and Mathematicians; the problems have been studied 
for their possible applications in cases of transpiration cooling, gaseous diffusion 
and drinking water treatment, as well as biomedical engineering. The cases 
where an exact solution for the Navier–Stokes equations can be obtained are of 
particular importance in order to describe the fluid motion of viscous flows. 
However, since the Navier–Stokes equations are non-linear, there cannot be a 
general method to solve analytically the full equations. Exact solutions on the 
other hand are very important for many reasons. They provide a reference 
solution to verify the accuracies of many approximate methods, such as 
numerical and/or empirical. Although, nowadays, computer techniques make the 
complete integration of the Navier–Stokes equations feasible, the accuracy of 
numerical results can be established only by comparison with an exact solution 
[1]. The Navier–Stokes equations were extensively studied in the literature. 
Exact solutions already known are one-dimensional or parallel shear flows, 
rectilinear motion flows, or duct flows [1–3]. The flow of fluids over boundaries 
of porous materials has many applications in practice, such as boundary layer 
control and transpiration processes. Exact solutions are generally easy to find 
when suction or injection is applied to a fluid flow. In the case of flows through 
porous media, a simple solution of the Navier–Stokes equations can be obtained 
for the flow over a porous plane boundary at which there is a uniform suction 
velocity [4]. Moreover, fully developed laminar flow through porous channel 
with a porous pipe for low Reynolds numbers was investigated in [5] and the 
flow in a duct of rectangular cross-section in [6]. This problem was extended in 
[7] to high Reynolds numbers. The exact solution of the Navier–Stokes 
equations for the case of steady laminar flow between two porous coaxial 
cylinders with different permeability was obtained using the perturbation 
technique [8]. The cylinders were assumed to rotate with different angular 
velocities and the fluid between them was flowing with a constant axial pressure 
gradient. A mathematical model for particle motion in viscous flow between two 
rotating porous cylinders was also presented [9]. In that paper, a steady flow of a 
mixture of fluid and particles was assumed. The mass fraction of particles in the 
flow was small, so the perturbations of the mean liquid flow due to the presence 
of particles were negligible. An analytical approximate solution for decaying 
laminar swirling flows within a narrow annulus between two concentric 
cylinders was also obtained. It was found that the swirl velocity exhibits a 
Hagen-Poiseuille flow profile decaying downstream [10]. An exact solution of 
the Navier–Stokes equation was obtained in [11] for the laminar incompressible 
flow in a uniformly porous pipe with suction and injection. In this study the 
velocity field was expressed in a series form in terms of the modified Bessel 
function of the first kind of order n. For large values of the non-dimensional 
time, the unsteady flow solution approaches its asymptotic value of the steady 
state problem. Laminar flow over pipes with injection and suction through the 
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porous wall was studied by means of analytic solutions for the case of low 
Reynolds numbers [12]. 
     In the present study the full unsteady three-dimensional Navier–Stokes 
equations are considered for the case of incompressible porous flow. An exact 
solution is obtained by employing the Bessel functions for the case of three-
dimensional unsteady flow between rotated porous cylinders and for the case of 
unsteady swirl flow in rotated porous pipes. 

2 Mathematical and physical modelling 

Assuming for the first case study the flow of a Newtonian fluid through an 
annulus formed between two rotating cylinders, figure 1a, and, for the second 
case study the flow within a rotating cylindrical pipe, figure 1b, the basic 
equations are the mass conservation equation and the equations of motion 

(Navier–Stokes), in a cylindrical system of coordinates  zr ,,  where the 

z axis lies along the centre of the pipe, r  is the radial distance and   is the 
peripheral angle.  
 

 

Figure 1: (a) Flow between two rotating porous cylinders; (b) flow within a 
rotating porous pipe. 

2.1 Governing equations 

Considering that the flow modelling describes the motion of a homogeneous 
Newtonian fluid the incompressible Navier–Stokes equations are the governing 
equations, while the following simplified assumptions are made:  
a) the rotating cylinders or the rotating pipe are considered of finite length 
b) the permeable wall boundary is treated as a `fluid medium'. 
c) the gravitational forces due to the fluid weight are negligible. 
The continuity equation is: 

 
1

0r r z uu u u

r r z r



 

    
  

 (1) 

The system of the Navier–Stokes equations can be written: 
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 (4) 

3 Solution methodology 

3.1 Unsteady flow between two coaxial porous rotating cylinders 

An incompressible fluid of dynamic viscosity μ and density ρ is considered 
between two rotating cylinders of length L. The inner cylinder can rotate with 

peripheral velocity iR   and the outer can rotate with peripheral velocity 

oR  . At time level 0t t  the fluid enters the cylinders gap uniformly at 
* 0z   and exits at *z L or at non-dimensional axial distance 1z  . 

     The following boundary conditions are satisfied:  
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     For the test case selected, the value of the axial velocity was set equal to zero 
at the outer radius. Resolving the system of equations (1) to (4), it was found that 

the axial velocity zu , the radial velocity ru  and the tangential velocity u , can 

be expressed in terms of the functions: 

  2
0 (1 )bz kt
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where , ,A C D  are integration constants and  rbJ0  and   rbJ1  are the 

Bessel functions of the First kind given in detail in [13]. 

     The constant D is defined as 1 2D    , so it covers the case of counter-

rotating cylinders or cylinders rotated in the counter-clockwise direction. 
     The static pressure field is then calculated analytically as: 

 2 2 2 2 1
0 1 0

1
( , , , )

2
bz kt bz kt bz ktCJk

p r z t J e e J J e e e e
b r

         

2
1 0 0

2 4
2

Re
bz kt bz kt bz kt ktA

J r e e ACz z AJ e e AJ r e e kD e
b

        (6) 

where the Reynolds number is defined as: Re
U L

 

  

     The proposed solution was validated for the case of the laminar fully 
developed swirling flow in the annulus between two coaxial cylinders. For this 
case, one can find in the literature numerical solutions as well as analytical ones 
[10]. Figure 2 presents the comparison between the axial velocity obtained by the 
present analytical method (solid line) and the analytical solution obtained in [10] 
(dashed line). The comparison is considered satisfactory to validate the present 
method, since the maximum difference between these results does not exceed 
5%. 
     The solution of the Navier–Stokes equations defined by equations (5) and (6) 
does satisfy the continuity equation (1) and momentum equations (2) to (4). 
     Figure 3 shows the radial velocity distribution for three different time levels, 
namely for 0,1, 2t   along the radius. It was assumed that the inner non-

dimensional (by the cylinders length L) radius is 0.1iR  , while the outer  

 

 

Figure 2: Distribution of the axial velocity for the case of swirling flow 
between two cylinders. (solid line: present results, dashed line: 
results from [10]). 
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Figure 3: Distribution of the radial velocity in terms of radius for different 
time levels. 

 

Figure 4: Distribution of the tangential velocity in terms of radius for 
different time levels. 

non-dimensional radius is 0.8oR   for specific values of the constants 

, , ,A C D k . A decaying behaviour is observed along the radial gap.  

     The tangential velocity distribution shows in figure 4 a reduction from the 
inner to the outer cylinder for 0,1, 2t  . As the time level increases more fluid 

is moving tangentially, thus tangential velocity values increase. 
     The axial velocity has a decaying distribution from the inner to the outer 
radius, figure 5.  
     Figure 6 shows the radial velocity distribution for a given time level for 
different non-dimensional axial positions, namely for 0, 0.3, 0.8z  .  
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Figure 5: Distribution of the axial velocity in terms of radius for different 
time levels. 

 

Figure 6: Distribution of the radial velocity in terms of radius for different 
axial positions. 

 
     The radial velocity decreases from the inlet to the outlet. The distribution of 
the tangential velocity found to satisfy the system of equations of motion is not a 
function of the axial distance, z according to equation (5c). So at any axial 
position, the tangential position has a constant radial distribution at given time 
levels.  
     Figure 7 presents the axial velocity distribution for a given time level for 
different axial positions 0, 0.3, 0.8z  . The axial velocity shows an increase 

along the gap of the cylinders from the inlet to the outlet. 
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Figure 7: Distribution of the axial velocity in terms of radius for different 
axial positions. 

3.2 Unsteady swirling flow in a rotated porous pipe 

An incompressible fluid of dynamic viscosity μ and density ρ is considered 
within a rotating pipe of length L. The inner pipe can rotate along its axis with 

peripheral velocity R  . At time level 0t t  the fluid enters the pipe 

uniformly at * 0z   and exits at *z L or at non-dimensional axial distance 
1z  . 

     The following boundary conditions are satisfied:  
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     For the test case selected, the value of the axial velocity is zero at the outer 
radius. 

     The axial velocity zu , the radial velocity ru  and the tangential velocity u , 

can expressed in terms of the functions: 

   2
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where  rbJ0  and   rbJ1  are the Bessel functions of the First kind and 

, ,A B C  are integration constants. 
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     The static pressure field is then calculated analytically as: 

 2 2 2 2 1
0 1 0

1
( , , , )

2
bz kt bz kt bz ktBJk

p r z t J e e J J e e e e
b r

         

 2
1 0 0

2
2bz kt bz kt bz ktA

J r e e AJ e e AJ r e e ABz Az
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     The solution of the Navier–Stokes equations defined by equations (7) and (8) 
does satisfy the continuity equation (1) and momentum equations (2) to (4). 
     Figure 8 shows the radial velocity distribution for three different time levels, 
namely for 0,1, 2t   along the radius. A decaying behaviour is observed in 

this figure. The tangential velocity distribution found in equation (11c) is 
independent of the time variable t.  
     The axial velocity has a decaying distribution towards the outer radius, figure 9.  
 

 
Figure 8: Distribution of the radial velocity in terms of radius for different 

time levels. 

 
Figure 9: Distribution of the axial velocity in terms of radius for different 

time levels. 
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Figure 10: Distribution of the radial velocity in terms of radius for different 
axial positions. 

 

Figure 11: Distribution of the axial velocity in terms of radius for different 
axial positions. 

     Figure 10 shows the radial velocity distribution for a given time level for 
different non-dimensional axial positions, namely for 0, 0.3, 0.8z  . 

     The distribution of the tangential velocity found to satisfy the system of 
equations of motion is not a function of the axial distance, z. So at any axial 
position, the tangential position has a constant radial distribution at given time 
levels.  
     Figure 11 presents the axial velocity distribution for a given time level for 
different axial positions 0, 0.3, 0.8z  . The axial velocity shows an increase 

along the gap of the cylinders from the inlet to the outlet. 
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4 Conclusions 

In this article, an original work presenting exact solutions of the Navier–Stokes 
equations in the presence of porous boundaries of axisymmetric rotating 
geometries is proposed. Such flows have significant industrial applications 
including filtration and particle separation.  
     Two cases were examined. The first one is the unsteady flow between two 
rotating porous cylinders and the second one is the unsteady flow inside rotating 
porous pipes. In both cases, the Bessel functions of the first kind were used to 
compute the axial and radial components of the flow velocities, while the 
tangential flow velocity was found to depend only on the radius. For both cases, 
the velocity and pressure fields were found by means of analytical methods to 
satisfy the Navier–Stokes equations for laminar, incompressible unsteady flows.  
     For the case of the unsteady flow inside two rotating cylinders, it was found 
that the maximum of the axial velocity shifts towards the inner cylinder. The 
axial and radial velocity components are independent of the rates of rotation of 
cylinders. The tangential flow velocity having the form of “free vortex” type of 
flow was found to satisfy the equations of motion. 
     For the case of the swirl flow inside rotating pipes, it was found that the 
maximum of the axial velocity is at the centre of the pipe and decays towards the 
porous boundary at the maximum radius. Variations were observed also for the 
radial velocity component which also has a maximum close to the centre of the 
pipe. The linear variation of the tangential velocity having the form of “forced 
vortex” type of flow along the radius was found to satisfy the equations of 
motion. 
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Abstract 

Flows around ships, autonomous underwater vehicles, and other marine 
structures are often complicated and highly three-dimensional. For accurate flow 
prediction, large eddy simulation (LES) is a promising alternative which is more 
accurate than Reynolds-averaged (RANS) turbulence modelling and 
computationally less intensive than direct numerical simulation (DNS). The flow 
over a cylinder at Re = 3900 and Re = 140,000 is investigated using the 
commercial Ansys-Fluent CFD solver and the performance of two different LES 
subgrid models is evaluated. In particular, we have incorporated the scale 
similarity term of Bardina into the conventional Smagorinsky model using User-
Defined Functions, to form what is known as a Mixed subgrid model. The Mixed 
subgrid model gives the best agreement with measurements, especially for higher 
Reynolds numbers where the grid is correspondingly coarser with respect to the 
flow. This has important implications for the LES modelling of marine 
engineering applications, where the Reynolds numbers involved are typically 
extremely large and fine meshes are computationally expensive. 
Keywords: large eddy simulation, cylinder, mixed subgrid model, scale 
similarity, smagorinsky, FLUENT, user-defined functions. 

1 Introduction 

Flows around ships, autonomous underwater vehicles, and other marine 
structures are often complicated and highly three-dimensional. The traditional 
approaches of using facility testing to measure the performance of marine vessels 
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have been complemented with computational fluid dynamics predictions in 
recent years. Simulations have the benefits of cost-savings and also serve to 
elucidate on certain details of flow physics which cannot be easily measured. For 
highly unsteady turbulent flows, large anisotropic eddies are generated which are 
important in the turbulent transport of flow variables. A wide range of time and 
length scales are involved and Reynolds-averaged (RANS) models are often 
unable to give accurate predictions in such situations. These situations might 
include instances when the marine vessel is undergoing turning maneuvers, or 
when the flow noise, both self- and radiated, needs to be computed. 
Theoretically, direct numerical simulation is able to resolve all the length and 
time scales inherent in the flow; however, the computational cost for practical 
simulations would be exorbitant. Large Eddy Simulation (LES) is a promising 
approach in which the large eddies are accurately resolved while the smaller 
eddies are modeled via a subgrid turbulent model. Thus it is able to predict the 
flow more accurately than RANS methods while providing cost savings 
compared to DNS. 
     The flow around a circular cylinder at various Reynolds numbers has been 
the subject of extensive measurements and numerical studies. Although 
the geometry is simple, it possesses flow features which are common in many 
marine structures such as submarine periscopes, ship rudders, marine pipelines, 
and offshore platform support legs. Such flows typically include curved 
boundary layers, boundary layer separation, laminar-turbulent transition, 
unsteady shear layers, and vortex shedding. It is therefore important to 
be able to predict the flow around the circular cylinder at high Reynolds 
numbers accurately. To this end, numerous experimental studies have been 
conducted [1–11].  
     With the advent in computing power over the years, the use of LES for 
engineering applications is becoming increasingly common [12–15]. The 
practicing engineer in industry can now turn to commercially available CFD 
software such as Ansys-Fluent, for their LES computing needs [16]. These 
solvers contain robust numerics, a wide range of prediction modules, as well as 
user-friendly graphical user-interfaces for easy usage. However, the LES models 
available on the commercial market currently are solely of the pure eddy-
viscosity type. These functional models (see section 2.1) are unable to 
adequately capture the flow physics, especially at the high Reynolds numbers 
which are of practical importance to industry. To this end, we have incorporated 
a structural model, known as a Mixed subgrid model, which contains the scale-
similarity term of Bardina’s. This, and the constant-coefficient Smagorinsky 
model, which is available in FLUENT, are then tested for the flow past a circular 
cylinder at two Reynolds numbers, Re = 3900 and Re = 140,000.  

2 LES modelling technique 

In LES the flow is divided into two regimes vvv  , where 
),(),( tGt xvxv   denotes the large-scale (resolvable) component and ),( txv  
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the small-scale component. Here, ),(  xGG  is a filter function and ∆(x) is the 

characteristic grid spacing. Convolving the incompressible NSE with G yields, 
 

 ,0   ,)()(  vfSvvv pt  (1) 

 
where v is the velocity, p the pressure, S= 2D the viscous stress tensor,  the 
viscosity, )(2

1 TvvD   the rate-of-strain tensor and f the body force. 

Recognizing that filtering and derivative operators do not generally commute, 

i.e. 0],[  G , [17], and that the advection term in (1) gives rise to 
unclosed terms, 
 

 ,   ,)()()( mpt  vmfBSvvv  (2) 

 

where )( vvvvB   is the subgrid stress tensor and 

)](,[ SIvvm  pG  and v],[  Gm  are the commutation error terms. 

Although both terms contribute to the closure problem of LES, these are often 
neglected since they are expected to be smaller than the effect of the unresolved 
transport. 

2.1 Subgrid stress modelling 

Many analyses performed in the framework of fully isotropic turbulence reveal 
two main mechanisms which govern the interactions between large and small 
scales: the forward energy cascade, in which the subgrid scales drain energy 
from the resolved scales, and the backward energy cascade, in which there is a 
weak feedback of energy, proportional to 4k , to the resolved scales. 
Correspondingly, there exist two main modelling approaches. In functional 
modelling, it is assumed that the action of the subgrid scales on the resolved 
scales is mainly energetic in nature so that the balance of the energy transfers 
between the two scale ranges is sufficient to describe the subgrid scale effects. 
Structural modelling focuses on modelling B without incorporating any 
knowledge of the nature of interactions between subgrid and resolved scales 
[18]. Most LES modelling for high Reynolds flows today are of the functional 
type and are able to account for the forward energy cascade while structural 
models (based on either scale similarity or mixed subgrid models, series 
expansion techniques, and other techniques) which attempt to model the 
backscatter of energy from the subgrid to the resolved scales, are not widely used 
[17]. Although structural models are able to capture more of the relevant flow 
physics, they are not popular because the same mechanism which predicts the 
backward cascade can sometimes lead to numerical instability. Here we will 
compare the performance of two LES models, the conventional Smagorinsky 
model belonging to the class of functional models, and the Mixed subgrid model 
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belonging to the class of structural models, incorporated via the use of FLUENT 
User-Defined Functions. 

2.1.1 Smagorinsky model 
The Smagorinsky model is an eddy-viscosity type model which models the 
subgrid stress tensor B using the Boussinesq hypothesis: 
 

 
D  B sgs2  (3) 

 

where sgs is the subgrid viscosity and D  is the resolved rate-of-strain tensor. 

The subgrid viscosity is in turn calculated as  
 

 
  ijijsssgs DDCVCd 2),42.0min(

2
3

1

  (4) 
 

where d is the distance from the closest wall, V is the volume of the 

computational cell, ijD is the rate of strain tensor, and sC is the Smagorinsky 

constant with a default value of 0.1 [19].  

2.1.2 Mixed subgrid model 
The use of the Boussinesq hypothesis in the Smagorinksy subgrid model means 
that B is necessarily aligned with D . However, tests performed on databases 
generated by DNS have shown that there is in fact a low level of correlation 
between the two tensors. Bardina’s model, in which the subgrid tensor is 
calculated by applying the filter twice, shows a much better correlation [17]. In 
our implementation, following Fureby et al. [20], we first define the subgrid 

velocity as vvv  . Applying the filter a second time gives vvv ' . Then 
B can be further decomposed as 
 

 
R CL

)v'v'v'v'()vv'vv'v'vv'v()vvvv(B




 
(5) 

 

where L is the modified Leonard term, and C+R is modelled by a subgrid 
viscosity model; for this, we choose the Smagorinsky model (Eqns (3) and (4)). 
For practical reasons, it is also necessary to include this because tests have 
shown that the modified Leonard term alone is only slightly dissipative, and 
therefore might not be able to drain sufficient energy from the resolved scales, 
resulting in an underestimation of the forward energy cascade and numerical 
instability. The Leonard term appears as an explicit source term in the LES 
momentum equations, and linear interpolation is used to obtain the twice filtered 
velocities. 

2.2 Near-wall treatment 

Special treatment is needed to address the boundary layer flow due to the 
formation and growth of small but important eddies in the near-wall region. Two 
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approaches exist: the first consists of resolving the near-wall flow directly. In 
practice, this requires the first computational cell to be within the viscous 
sublayer. However, this is clearly not possible for high Reynolds number flows, 
and thus we have to rely on modelling the wall dynamics instead. A number of 
such wall-models exist: these include Deardorff’s model, which work by 
enforcing boundary conditions on second-order derivatives, and wall stress 
models, which work by modifying the subgrid viscosity of the LES models. 
Several such models exist, for example the Schumann model, used with good 
results for the case of an inclined prolate spheroid by Wikstrom et al. [21], the 
Grotzbach model, the model of Werner and Wengle, which is available in 
FLUENT, and others. A third class of wall-models modify the subgrid viscosity 
according to the distance from the wall to provide the correct scaling; a well 
known example is the Van Driest’s damping function. 
     As the purpose of the simulations is to highlight the effect of the scale-
similarity term, we use FLUENT’s ad-hoc wall model (belonging to the third 
class of wall models) which comes with the basic Smagorinsky model. In this 
wall model, the turbulent viscosity is reduced for the first cell adjacent to the 
wall in the manner 

  ijijsssgs DDCVCd 2),42.0min(
2

3
1

  

through the wall-distance variable d . 

2.3 Numerical methods 

FLUENT uses a finite volume method and a segregated approach to discretize 
and solve the incompressible LES equations. Pressure-velocity coupling is 
achieved using the PISO scheme, and the equations are iterated using a second-
order spatial accurate central-differencing scheme and a second-order accurate 
implicit time-stepping scheme [refer to 19 for details]. It is known that central-
differencing schemes give rise to numerical oscillations on coarse grids; 
however, for the current simulations, these oscillations do not seem to affect the 
computed results in any significant manner. The residuals drop to at least 10-6 at 
the end of each time step, and the Courant number, defined here as 

xtVCo  / , is kept below 0.8 to ensure a good resolution of the temporal 
flow dynamics. 

3 Computational set-up 

The computational domain used is rectangular, with the inflow set at 10D 
(cylinder diameters) upstream of the cylinder and the outlet at 20D downstream 
(see fig. 1). The vertical extent is 20D, giving a blockage ratio of 5%. The 
spanwise extent of the domain is πD. This has the same dimensions as that used 
by Franke and Frank [22], and Persson et al. [23], amongst others. The velocity 
is set to a fixed value at the inflow, while a zero gradient is enforced at the outlet. 
The top and bottom of the domain are slip walls, while the spanwise planes are 
set as symmetry planes. Finally, the cylinder itself is set to a no-slip wall 
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Figure 1: Close-up view of computational mesh close to cylinder. 

boundary condition. The cells are clustered in the vicinity of the cylinder as well 
as the wake, and the grid is stretched in the direction normal to the cylinder wall 
with a stretching factor of 1.08. The total number of cells used in the domain is 
1.1 Million, which gives a near-wall resolution of y+ ~8 for Re = 3900 and 
y+~100 for Re = 140,000. A y+ of 100 is chosen (instead of a finer grid) for the 
higher Re simulations because this is typical (and necessary) for practical LES 
computations in which compromises have to be made between grid sizes and 
computational time. It is also thought that the coarse grid would provide a better 
comparison of the different subgrid models used.  

4 Results and discussion 

4.1 General flow physics 

Figure 2. shows a perspective view of the iso-surfaces of the second invariant of 
the velocity gradient Q for the Re = 3900 flow case. It can be seen that the wake 
separating from the cylinder consists of curved shear layers with vortices being 
shed from alternate sides of the cylinder. The initial vortical structures consist of 
spanwise rollers resulting from the Kelvin-Helmholtz instability in the shear 
layers. Further downstream, these undergo helical pairing and vortex stretching 
to form longitudinal vortices which persist as far as 10D behind the cylinder. The 
Re = 140,000 flow is similar, although the wake is now smaller due to later flow 
separation. Figure 3 shows the time-averaged streamlines on the centre plane for 
Re = 3900 and Re = 140,000. It is seen that at the lower Reynolds number, there 
is not much difference between the models. At the higher Reynolds number, it is 
seen that the constant-coefficient Smagorinsky model overpredicts the extent of 
the recirculation region, while the Mixed subgrid model gives better agreement 
with experiment. This is related to the wake statistics and will be further 
discussed in the following section. 
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Figure 2: Iso-surfaces of Q behind cylinder for Re = 3900. 

 

       

        (a)            (c)  

                      
        

        (b)            (d) 

Figure 3: Time-averaged streamlines on centre plane for Re = 3900 and Re = 
140,000 for smagorinsky (a, c) and mixed subgrid models (b, d). 

4.2 
Wake statistics 

Time averaged profiles of the streamwise velocity are plotted in fig. 4. For Re = 
3900, comparisons are made at locations given by Lourenco and Shih [6] and 
Ong and Wallace [8]. At the first measurement position, x/D = 1.06, the velocity 
profile is U-shaped, which is an indication that a sufficiently long sampling time 
for the velocity has been achieved. Good agreement is obtained in terms of both 
the centreline velocities and the width of the wake at the first two downstream 
positions, x/D = 1.06 and x/D = 1.54, whereas LES overpredicts the centreline 
velocity at about 3% for the position x/D = 2.02. Further downstream, good 
agreement is again  obtained  between LES and experiment.  That the width of the 
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(a)                         (b) 

Figure 4: Time-averaged streamwise velocity at x/D = 1.06, 1.54, 2.02, 4, 7 
and 10 for (a) Re = 3900 and x/D = 1, 1.5, 2, 4 and 7 for (b) Re = 
140,000. 

predicted wake is in good agreement with experiment is also an indication that 
the flow separation angle on the cylinder is captured correctly. The difference 
between the conventional Smagorinsky model and the Mixed subgrid model is 
negligible, indicating that the effect of the subgrid model is not so important at 
this low Reynolds number. For Re = 140,000, comparisons are made with the 
measurements by Cantwell and Coles [5]. Significant differences between the 
subgrid models can now be seen. At stations x/D = 1, 1.5, and 2, 
the conventional Smagorinsky model greatly underpredicts the magnitude of the 
centreline velocity and also predicts a wake which is much too narrow compared 
to the experiment. This under-prediction of the centreline velocity results in a 
computed recirculation region that is much larger than measured, as noted in the 
previous section. The Mixed subgrid model shows better agreement with 
experimental data, although it still slightly underpredicts the centreline velocity 
at x/D = 1. The wake width is also captured more accurately, which indicates 
that the predicted flow separation angle is also closer to experiment. Here, the 
computational grid is the same one that was used for Re = 3900. As a result, the 
grid is correspondingly coarser with respect to the much higher Reynolds 
number. The influence of the subgrid model is thus more important. 
     The streamwise rms velocity fluctuations are presented in fig. 5. For Re = 
3900, we again see negligible differences between the LES models and 
experiment. In addition, the measured profiles are slightly asymmetrical, which 
perhaps indicates that the experimental statistics is insufficient. At Re = 140,000, 
a significant difference between the LES models can be seen. The Mixed subgrid 
model overpredicts the peak rms values while the conventional Smagorinsky 
model underpredicts it. However, the width of the rms fluctuations is much 
better captured by the Mixed subgrid model, while the conventional 
Smagorinsky model consistently gives a too-narrow wake. In addition, the 
computed LES profiles show a bimodal character which is also seen for  
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Figure 5: Time-averaged streamwise rms    fluctations for x/D = 1.06, 1.54, 
2.02, 4, 7 and 10 for (a) Re = 3900 and x/D = 1, 1.5 and 2 for (b) 
Re = 140,000. 

Re = 3900, whereas this is absent in the measured profiles. One would expect 
this bimodal character as it represents velocity fluctuations in the shear layer. 

4.3 Mean integrated quantities 

Next, the mean integrated quantities are shown in table 1. The following 
quantities are compared: 
 

 CP = 
L

dzdCp cos
, (6) 

 -Cpb =
2

2

1
ref

ref

U

pp



 
.  (7) 

 
     L is the length of the cylinder, taken to be D in this case. For the calculation 
of the skin friction coefficient, it is assumed that the first cell adjacent to the wall 
is embedded well within the viscous sublayer since the wall y+~8 for Re = 3900. 
Employing the law of the wall, we have : 
 

 y

U
w


  . (8) 

 
     At Re = 140,000, the wall y+ is ~100, i.e., the log-law region. Hence no 
similar simple formula for obtaining the mean shear stress is available during 
postprocessing. It is seen that for Re = 3900, both LES models overpredict 
slightly the mean integrated pressure and the base pressure coefficient, with the 
Mixed subgrid model giving results that are slightly closer to experiment. Both  
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Table 1:  Mean integrated cylinder quantities. 

Re= 3900 CP -Cpb s (
0) Lr/D 

Smagorinsky 1.047 1.05 94.5 1.1332 
Mixed subgrid 

model 
0.987 0.99 97.4 1.2085 

Expt 0.942 0.84 85 1.1583 
Re= 140,000 CP -Cpb s (0) Lr/D 
Smagorinsky 0.4673 0.589 - 0.997 

Mixed subgrid 
model 

0.9491 1.15 - 0.620 

Expt 1.2346 1.21 78 0.4421 

 
models overpredict the mean flow separation angle, but not to the extent where 
the computed wakes differ significantly from the experimental results. The 
computed recirculation lengths are also in good agreement with experiment, with 
the conventional Smagorinsky model slightly underpredicting, and the Mixed 
subgrid model slightly overpredicting, the actual value. At Re = 140,000, 
significant differences can be seen between the two LES models. The integrated 
pressure coefficient predicted by the Smagorinsky model is more than 50% 
lower than the actual value, while the Mixed subgrid model gives a much better 
result with around 20% discrepancy. The differences become even more 
significant when one compares the base pressure coefficients. Again, the 
Smagorinsky model computes a value which differs from the measured by more 
than 50%, while the Mixed subgrid model gives much better agreement, 
predicting a value which is only 5% lower than the experimental result. 
Likewise, the recirculation length predicted by the Smagorinsky model exceeds 
the measured value significantly, in part due to the high value of Cs (= 0.1) used 
in the current computations, as noted by Ma et al. [7]. The Mixed subgrid model 
is able to rectify this to a certain degree, and reduces the computed recirculation 
length discrepancy from Lr/D  = 0.997 to Lr/D = 0.620, which is more in line 
with the measured value of Lr/D = 0.4421. 

5 Conclusions 

In this study, we have performed Large Eddy Simulations of the flow over a 
cylinder for Re = 3900 and Re = 140,000. We compare the predictive capability 
of the constant-coefficient Smagorinsky model with the Mixed subgrid model, 
which consists of an additional Leonard stress tensor term. For the lower 
Reynolds number, the agreement between LES models and experiment is very 
good. This implies that most of the energetic vortices are fully resolved by the 
grid and therefore the difference between subgrid models is small. At the higher 
Reynolds number of 140,000, significant differences exist between LES models 
and experiment. In particular, the proposed Mixed subgrid model gives flow 
prediction which are in much better agreement with experimental data. The 
predicted time-averaged streamwise velocity is in good quantitative agreement 
and while the rms fluctuations overpredict the peak values, the mixed subgrid 
model is at least able to capture the width of the wake. The recirculation length 
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and the mean integrated cylinder quantities are also much better predicted. For 
example, the integrated pressure coefficient predicted by the mixed subgrid 
model has a discrepancy of 20% while the Smagorinsky model differs by more 
than 50%, and the base pressure coefficient computed by the mixed subgrid 
model differs from experiment by only 5% while the Smagorinsky value differs 
by more than 50%. The reason for this improvement is thought to be due to the 
handling of the smallest resolved scales, as well as the inter-scale energy 
transfer, in particular the backward energy cascade, offered by the Leonard stress 
tensor term. This has important practical implications for the ability to conduct 
high Reynolds number LES computations. This mixed subgrid model will allow 
the practicing engineer to conduct good quality hydrodynamic analysis at a 
fraction of the computational cost that would be required for a much finer mesh 
if the constant-coefficient Smagorinsky model is used. 

References 

[1] Achenbach E., Distribution of local pressure and skin friction around a 
circular cylinder in cross-flow up to Re = 5 x 106,J. Fluid Mech, vol 34, 
625-39, 1968. 

[2] Norberg, C., Effects of Reynolds number and a low-intensity freestream 
turbulence on the flow around a circular cylinder Publ 87/2, Dept. applied 
Thermo science & fluid mechanics, Chalmers University of Technology, 
Sweden, 1987. 

[3] Norberg, C., LDV-measurements in the near wake of a circular cylinder, 
Advances in Understanding of Bluff Body Wakes and Vortex-Induced 
Vibration, Washington D.C., 1998. 

[4] Roshko, A., Experiments on the flow past a circular cylinder at very high 
Reynolds number, J. Fluid Mech., 10(3), 345-56, 1961. 

[5] Catwell, B. & Coles, D., An experimental study of entrainment and 
transport in the turbulent near wake of a circular cylinder, J. Fluid Mech, 
136 321-74, 1983. 

[6] Lourenco, L. M. & Shih, C., Characteristics of the plane turbulent near 
wake of a circular cylinder. A particle image velocimetry study. Data taken 
from [7]. 

[7] Ma. X, Karamanos, G. S. & Karniadakis, G.E., Dynamics and low-
dimensionality of a turbulent near wake, J. Fluid Mech, 410 29-65, 2000. 

[8] Ong, L. & Wallace, J., The velocity field of the turbulent very near wake of 
a circular cylinder, Exp. In Fluids, 20 441-53, 1996. 

[9] Beaudan, P. & Moin, P., Numerical experiments on the flow past a circular 
cylinder at a sub-critical Reynolds number, Report No. TF-62, 
Thermosciences Division, Dept. Mechanical Engineering, Stanford 
University, USA, 1994. 

[10] Mittal, R. & Moin, P., Suitability of upwind-biased finite difference 
schemes for large-eddy simulation of turbulent flow, AIAA J., 35 (8) 1415-
1417, 1997.  

Advances in Fluid Mechanics VIII  89

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



[11] Breuer, M., Towards technical application of large eddy simulation, Z. 
Angew. Math. Mech, 81 (suppl 3), S461-S462, 2001. 

[12] Liefvendahl, M., Bensow, R. & Wikstrom, N., Propeller flow field analysis 
using Large Eddy Simulation, 26th Symp. On Naval Hydrodynamics, Rome, 
Italy, 2006. 

[13] Grinstein et al, Implicit Large Eddy Simulation, Computing Turbulent Fluid 
Dynamics, Cambridge University Press, 2007.   

[14] Fureby, C., Large Eddy Simulation of Ship Hydrodynamics, 27th 
Symposium on Naval Hydrodynamics, Korea, 2009. 

[15] Felice, D.F., Felli, M. & Liefvendahl, M., Numerical and Experimental 
Analysis of the Wake Behavior of a Generic Submarine Propeller, First 
International Symposium on Marine Propulsors, 22-24 June, Trondheim, 
Norway, 2009. 

[16] Wong, J. & Png, E., Numerical Investigation of the Wing-Body Junction 
Vortex using various Large Eddy Simulation Models, 39th AIAA Fluid 
Dynamics Conference, 22-25 June, San Antonio, Texas, 2009. 

[17] Sagaut, P., Large Eddy Simulation for Incompressible Flows, Springer, 
2000. 

[18] Alin, N., Fureby, C., & Svennberg, U., LES of the Flow past Simplified 
Submarine Hulls, 8th International Conference on Numerical Ship 
Hydrodynamics, Sept 22-25, 2003, Busan, Korea. 

[19] ANSYS-FLUENT v6.3, User’s Guide. 
[20] Fureby, C., Bensow, R. & Persson, T., Scale Similarity Revisited in LES, 

Turbulent Shear Flow Phenomena IV, p1077, 2005. 
[21] Wikstrom, N., Svennger, U., Alin, N. & Fureby, C., Large eddy simulation 

of the flow around an inclined prolate spheroid, Journal of Turbulence, 
2004. 

[22] Franke, J. & Frank, W., Large eddy simulation of the flow past a circular 
cylinder at ReD = 3900, J. Wind Engineering & Industrial Aerodynamics, 
90 p1191-1206, 2002. 

[23] Persson, T., Bensow, R. & Fureby, C., Flow around a Circular Cylinder at 
Re = 3900 and 140,000, 7th Numerical Towing Tank Symposium, Hamburg, 
Germany, 2004. 

90  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



Adaptive meshfree method for thermo-fluid 
problems with phase change 
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Abstract 

In the present paper, the recently developed local meshfree method solution of 
thermo-fluid problems is modified from the collocation to the combined 
collocation and weighted least squares approach and upgraded with an  
h-adaptive strategy. A one domain enthalpy formulation is used for modelling 
the solid-liquid energy transport and the liquid phase is assumed to behave as an 
incompressible Newtonian fluid modelled by the Boussinesq hypothesis. The 
involved temperature, enthalpy, velocity and pressure fields are represented on 
overlapping local sub-domains through weighted least squares approximation 
(by a truncated Gaussian weight in the domain nodes) and collocation (at  
the boundary nodes) by using multiquadrics Radial Basis Functions (RBF).  
The transport equations are solved through explicit time stepping. The  
pressure-velocity coupling is calculated iteratively through a novel local  
pressure correction algorithm. The node adaptivity is established through a 
phase-indicator and a node refinement strategy that takes into account the 
dynamic number of neighbouring nodes. The proposed approach is used to solve 
the standard Gobin Le Quéré melting benchmark with tin at Stefan number (Ste) 
0.01, Prandtl number (Pr) 0.02, and Rayleigh number (Ra) 2.5e4. The node 
distribution changes through the simulation as the melting front advances. The 
solid is consequently computed at much lower node distribution density in 
comparison with the liquid, which speeds up the simulation and at the same time 
preserves accuracy. The latter issue has been demonstrated by comparison with 
the results of other combinations of numerical methods and formulations that 
attempted this benchmark in the past. 
Keywords: meshfree, RBF, weighted least squares, collocation, convective-
diffusive problems, adaptation, refinement, melting, fluid flow, Newtonian fluids. 
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1 Introduction 

The computational modelling of multiphase systems has become a highly 
popular research subject due to its pronounced influence in the better 
understanding of nature, as well as in the development of the advanced 
technologies. Melting of the polar ice caps, the global ocean dynamics, various 
weather systems, water transport, soil erosion and denudation, magma transport, 
...; and manufacturing of nano-materials, improving casting processes, fossil and 
renewable energy studies, exploitation of natural resources..., are two typical 
contemporary research fields where multiphase systems play an important role. 
In most cases even the simplest useful multiphase physical models cannot be 
solved in a closed form and therefore numerical solution is required. The 
classical numerical methods, such as the Finite Volume Method (FVM) [4], 
Finite Difference Method (FDM) [5, 6], Boundary Elements Method (BEM) [7] 
and the Finite Element Method (FEM) [8], are used for solving these problems in 
the majority of the simulations [9, 10]. Despite the powerful features of these 
methods, there are often substantial difficulties in applying them to realistic, 
geometrically complex three-dimensional transient problems. A common 
drawback of the mentioned methods is the need to create a polygonisation, either 
in the domain and/or on its boundary. This type of meshing is often the most 
time consuming part of the solution process and is far from being fully 
automated. The numerical simulations of engineering multiphase systems are 
mainly based on the averaged or mixture equations, defined on the arbitrary 
phases, with the interphase conditions, incorporated into the non-linearity of the 
governing equations. The proper numerical solution of these equations requires 
adaptation of the discretization in the vicinity of the moving boundary. The 
principal bottleneck in these types of numerical methods is the time consuming 
re-meshing of the evolving interphase boundaries and phase domains. The 
polygonisation problem is thus even more pronounced. The application of the 
alternative numerical methods to FVM and FEM, such as the mesh reduction 
[11–13] or meshless [14] methods, for phase change problems is relatively rare 
at the present, however the number of respective meshless publications is 
steadily growing. Different adaptive node distributions strategies have been used 
in the past for different numerical methods in order to enhance the numerical 
effectives at physical intense behaviour or boundaries [15–21]; however, this 
paper is focused on the local h-refinement in a meshfree context. The nodes are 
simultaneously added on the computational domain in order to improve the 
numerical approach. The local refinement approach is proposed and 
demonstrated in this paper. 

2 Problem definition 

The physical model solved in this paper is based on the classical De Vahl Davis 
natural convection benchmark test [22] with the phase change phenomena added. 
The phase change splits the domain into two different connected areas, occupied 
by the different phases. The liquid phase is described by an incompressible 
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Newtonian fluid while the solid phase is stationary. The energy transport is the 
same for both phases. The benchmark case was originally proposed by Gobin 
and Le Quéré [3]. The problem is modelled by three coupled PDEs and the 
Boussinesq approximation. The PDEs are mass, momentum and energy 
conservation equations where all material properties are considered to be 
constant.  

 0  v  (1) 
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x y rer T ref p Lv v t P h T T c f L    v b g standing for 

velocity, time, density, pressure, viscosity, body force, enthalpy, thermal 
conductivity, temperature, reference density, thermal expansion coefficient, 
reference temperature, gravitational acceleration, specific heat, liquid volume 
fraction and latent heat, respectively. The pure substance phase change occurs at 
constant temperature and thus the enthalpy is discontinuous at the melting 
temperature. To avoid the numerical instabilities the enthalpy jump is smoothed 
by implementing a temperature interval similar to that in the multicomponent 
phase change process. The liquid fraction is therefore formulated as 

 

; 1

( ) ; /

; 0

F L
V

L F L F m L

F

T T T

f T T T T T T T T

T T


 
 

    
 

 (6) 

with ,L FT T  standing for smoothing interval and melting temperature, 

respectively. The results obtained with such phase-change interval smoothing are 
physically reasonable as long as the interval is small enough [23]. The 
introduced smoothing represents a standard approach for solving such problems 
[3]. We limit our subsequent discussion to 2D Cartesian coordinates

; ,p x y    p i  with orthogonal base vectors i  and coordinates p . The 

boundary conditions and the initial state are set on a rectangular domain
0 , 0x W y Hp p     
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with dimensionless quantities introduced as  
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where , , , , , and ( , )H C W H x yT T p p    p stand for hot side temperature, cold 

side temperature, domain boundary, domain interior, domain width, domain 
height and position vector. The problem is characterized by four dimensionless 
numbers: the thermal Rayleigh number, Prandtl number, Stefan number and 
domain aspect ratio, defined as 

  3 2

Ra = T H C H p
T

T T c 

 g

, Pr pc


 , 
 

Ste= H CT T cp

L


, RA W

H

D

D
 . (11) 

     The problem is schematically presented in Figure 1. 
 
 

 

Figure 1: Problem schematics.  
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3 Solution procedure 

A two level Euler explicit time stepping scheme is used for time discretization. 
The domain and boundary are discretized into N N N    nodes of which N  

nodes are distributed in the domain and  at the boundary. The spatial 

discretization is performed by using the local meshfree method where 
overlapping local subdomains are used. An arbitrary scalar function  is 
represented on each of the local subdomains as 

  (12) 

where  stand for the number of basis functions, interpolation 

coefficients and basis functions, respectively. The basis could be selected 
arbitrary however in this work only Hardy’s Multiquadrics (MQs) 

 with  standing for basis function free 

shape parameter are used. For non refined node distributions even smallest five 
nodded subdomain collocation works fine but with introduction of more complex 
refined nodes distributions small subdomain computations do not behave 
convergent anymore. To circumvent the problem, larger subdomains are selected 
with more stable weighted least squares approximation to determine coefficients 

. The subdomains are weighted by truncated Gauss weight function 

  (13) 

where  stand for weight function truncation parameter, weight 

function shape parameter and central subdomain node position vector, 
respectively. The subdomain size is thus determined by the weight function 
truncation radius, where all nodes within this radius are used as subdomain 
nodes. With the constructed approximation function an arbitrary spatial 
differential operator ( ) can be computed  

 . (14) 

     In the boundary nodes collocation instead of WLS is used in order to satisfy 
the boundary condition exactly [24].  In this paper five nodded subdomains are 
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used in Neumann boundary nodes. In such nodes boundary node collocation 
equation is replaced by the boundary condition equation  

 . (15) 

The spatial discretization problem is formulated in a vector form     

 . (16) 

with matrix dimension  where  stands for number 

of subdomain nodes. To maintain the general formulation both, the WLS and the 
collocation are considered through equation (16) where pseudo inverse of the 
non square WLS matrix  is computed by singular value decomposition and 
square collocation matrix is inverted by LU decomposition.  
     With defined time and spatial discretization schemes the general transport 
equation under the model assumptions can be written as  

  (17) 

 at current and next time step,  for general diffusion coefficient and  for 

source term. To couple the mass and momentum conservation a special treatment 
is required. The intermediate velocity is computed by 

 . (18) 

     The equation (18) did not take in account the mass continuity and therefore 
pressure and velocity corrections are added  

     (19) 

where  stand for pressure velocity iteration index, velocity 

correction and pressure correction, respectively. Combining the momentum and 
mass continuity equations the pressure correction Poisson equation emerges  
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where  stands for the field value in the interior node with index 



     Instead of solving the global Poisson equation problem the pressure 
correction is directly related to the intermediate velocity divergence  

  (21) 

     The proposed assumption enables direct solving of the pressure velocity 
coupling iteration and thus is very fast due to only one step needed in each node 
to evaluate the new iteration pressure and the velocity correction. With computed 
pressure correction the pressure and the velocity can be corrected as  

          (22) 

here  stands for relaxation parameter. The iteration is performed until the 

criteria  is met in all computational nodes.  

     Each simulation starts with the uniformly distributed initial nodes. At every 

predefined number of time steps  all nodes are checked if 

refinement/derefinement is needed. If the refinement criterion is met, additional 
nodes are added or removed from the vicinity of the node. At each refinement 
maximum four nodes are symmetrically added around the refined node. 
Maximum allowed difference in the refinements between neighbouring nodes is 
set to one in order to keep the numerical approach as stable as possible. 
Important part of CPU complexity of the meshfree methods represents the 
selection of proper subdomain. The problem becomes even more important when 
working with dynamic node distribution. Truly meshfree methods should not use 
any topological information about the nodes connectivity, however in order to 
utilize fast subdomain selection the information about the local node 
neighbourhood (four symmetric neighbours) is stored within the node. The 
example of once and four times refined node is presented in Figure 2 where the 
arrows point to each node neighbourhood.  

4 Results 

The melting of a metal like material is considered as a benchmark test. A 
detailed comparison of other cases proposed in the call [3] can be found in [1]. 
The present paper is focused on the application of a dynamic node distribution in 
such cases. The comparison of the melting front position after  to the 
previously published data is shown in Figure 4.  
     The solid part of the domain is kept at initial node distribution density while 
the liquid part is 

 
times refined. As the melting front advances with the 

time, nodes are added to the area with governed liquid phase. Solution at  
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Figure 2: An example of one refined node (left) and four time refined node 
(right).  

 

 

 

Figure 3: Solution at different times.  
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Figure 4: Melting front comparison at  and domain average liquid 
fraction (left). Relative number of computational nodes with 
respect to the fully refined liquid phase (right).    

different time is represented in Figure 3 where streamlines are plotted as dotted 
lines and temperature contours as solid lines. In Figure 3 the nodes distribution is 
plotted as well. At the beginning most of the domain is covered only with initial 
nodes due to its solid state. The advancing melting front leaves liquid phase 
behind it. The liquid phase is refined in order to handle much more complex 
fluid flow computations and the phase change phenomena. The number of 
computational nodes is therefore directly related to the domain average liquid 
fraction. In Figure 4 the comparison of average liquid fraction with relative 
number of domain nodes  

  (23)  

where  stand for the number of the nodes and relative number of 

nodes is represented. The comparison gives the expected results. The case has 
been computed with , , , ,  

, , , ,  and  . 

5 Conclusions 

In this paper an application of the dynamic node distribution strategy in the 
thermo-fluid problems with phase change has been explored. The local meshfree 
method based on the weighted least squares approximation has been used for 
spatial discretization with two level Euler explicit time stepping for time 
discretization. To optimize the numerical effectiveness the computational nodes 
are added to domain based on the phase indicator. The liquid phase is covered 
with much denser nodes distribution in comparison with the solid phase of the 
domain thus the most complex computations are in the liquid part of the domain 
and its boundary. Nodes are constantly refined as the melting front is advancing 
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from the hot side to the cold side of the domain assuring the appropriate node 
coverage of the liquid part. The nodes refinement algorithm is local as well as 
subdomain selection. The proposed solution procedure is completely local and 
therefore numerically very effective. The parallelization of the numerical code is 
almost trivial.  
     Future work will be focused on more complex physical situations as well as 
more involved node refinement/derefinement criteria that would take into 
account also the flow structure. 
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Abstract 

Prediction of free surface elevation is one of the most important phenomena in 
the field of free surface flow modelling. To date different procedures have been 
introduced to capture the free surface. In the current study, a Eulerian-
Lagrangian Method named Particle Level Set (PLS) is developed to predict the 
location of free surface. The first implementation of this scheme was on the 
Finite Difference Method. This paper deals with the implementation of Particle 
Level Set on the Finite Volume mesh. IN the PLS scheme, computational 
particles were deployed in conjunction with LS function to raise the accuracy of 
function values. Results obtained from the developed model were compared with 
experimental and numerical results of dam break cited in the literature which 
represent the capability of method to predict high gradient free surface changes 
accurately. 
Keywords: free surface flow, particle level set method, finite volume method. 

1 Introduction 

Multi-phase flow modelling is one of the most practical issues and many 
researchers try to implement it on their own area of expertise. Prediction of water 
surface elevation especially in the high gradient situations (i.e. Dam Break and 
Wave Breaking), is an example of multiphase flow. Different approaches have 
been introduced to have an accurate prediction of free surface which can be 
classified into two categories namely free surface tracking and free surface 
capturing [1]. 
     According to free surface tracking methods, the location of free surface can 
be predicted by the use of Lagrangian characteristics of the flow. Although the 
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implementation of these types of methods in the numerical model is simple and 
accurate enough in terms of modelling purposes, some limitations have been 
recognized for complex flows (wave reflection). Different research has been 
carried out using free surface tracking methods [2–5].  
     Interface capturing methods are based on the variation of a scalar quantity 
according to the advection equation. Volume of Fluid (VOF) can be classified in 
this category. A lot of research has been carried out according to the VOF 
method [6–10], each of which tries to explore the possibility and raise the 
accuracy of this method for free surface prediction. Osher and Fedkiw [11] 
introduced another method in this category called Level Set (LS). This method is 
not satisfying mass conservation even with the high resolution techniques [12], 
Therefore it is not so popular in Computational Fluid Dynamics. Different 
researchers try to combine methods to overcome the problem which was existing 
in each one individually. Sussmam and Puckett [13] tried to combine LS and 
VOF methods. In recent years an attempt has been made to improve the LS 
method in a way that it can be used for free surface prediction. Particle Level Set 
(PLS) is the result of recent researches in this field [14, 15]. The first 
implementation of the PLS Scheme was on the Finite Difference method. In this 
research an attempt has been made to implement the PLS method in the Finite 
Volume Method mesh. 

2 Governing equations 

Governing equations of incompressible viscous fluid flow are expressed by the 
Navier-Stokes equations which can be shown as follows [1]: 
 

 
డ࢛

డ௧
൅ ࢛. સ࢛ ൌ ଶ࢛׏ߥ െ

ଵ

ఘ
સܲ ൅ ܵ (1) 

.׏ u ൌ 0 
 
where: ࢛ is the velocity vector, ߥ is the fluid viscosity,  ܲ is the pressure and ܵ is 
the body forces. 
     To discretize governing differential equations based on the Finite Volume 
method, it is essential to integrate these equations over the control volume. In the 
current study, discretization of advection and viscous terms in equations (1) were 
carried out by the use of a central difference scheme (CDS). In order to prevent 
non-physical oscillation in the pressure field due to CDS application, it was 
suggested to use a special interpolation scheme for advection acceleration terms 
in the momentum equation which can be shown as [16]: 
 

 ࢛௙ ൌ ሺ࢛ሻܫܮ ൅
୼௧

ఘ

డ௉

డ࢔
 (2) 

where: LI(࢛) is the linear interpolation of velocity components, Δݐ is the time 
step and ࢔ is the normal vector to control volume face. 
     In order to couple momentum and continuity equations, a Fractional Step 
method was applied [17]. In the first step, a momentum equation was solved to 
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obtain velocity components in the absence of pressure terms (mid-term 
velocities): 
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     In order to include pressure effect on the velocity components in the new time 
step the following relationship was used [17]: 
 

௜ݑ 
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ଵ
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 (4) 

 
     By which can be reformulated as equation (5): 
 
௡ାଵ݌ଶ׏  ൌ .સߩ ෥࢛ (5) 
 
     Equation (5) is a Poisson type equation which was used to obtain pressure 
field in the study area. Solution algorithm for governing equations of fluid flow 
can be summarized as: 
     1) Solving equation (3) to obtain mid-term velocity components (෥࢛ሻ. 
     2) Equation (5) was solved to obtain pressure field. 
     3) To correct the velocity components values equation (4) was deployed. 
     To satisfy conservation of momentum, it is essential to correct velocity 
components obtained from step (1) in step (3) using pressure gradient. In multi-
phase flow, the discretization procedure for Poisson equation is very important 
as the density of fluid is suddenly changes on the free surface. In the current 
study to discretize Poisson equation, the broken line method was deployed [18]. 
According to broken line method (Figure 1), in free surface grids, fluid density 
was calculated by the following relationship [18]: 
 
ߩ  ൌ ଵߩߙ ൅ ሺ1 െ  ଶ (6)ߩሻߙ
 
where: ߙ is the volumetric ratio of two fluids and ߩ is the fluid density. The 
pressure values in the side centre of each computational grid can be evaluated by 
equation (7): 
 

 ௙ܲ ൌ
௉ಲఘಳఋಳା௉ಳఘಲఋಲ

ఘಳఋಳାఘಲఋಲ
 (7) 

 

 

Figure 1: Broken line discretization method in each computational grid cell. 

A Bf 
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3 Particle level set method 

The level set function magnitude in each computational point is the smallest 
distance between free surface and that point. In addition, this function has 
different sign in each phase of fluid (Figure 2). Computational particles were 
deployed in conjunction with LS function to raise the accuracy of function 
values [11]. 

 

Figure 2: LS function. 

     The level set function has different geometrical properties like as [11]: 
 
 |સ߮| ൌ 1 (8) 
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where: ࢔ is the normal vector to the free surface and ߮ is the LS function. The 
governing equation of LS function is the advection type and can be written as 
[11]: 
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     In order to transfer the LS function in the PLS method, a semi-Lagrangian 
approach was used. According to this approach, to obtain the new value for the 
LS function in each grid cell, it is essential to assume that the cell centre was 
moved equal to – ࢛. Δݐ and the LS value in this new position was considered as 
the LS value for the specified grid cell. In the current study, LS function gradient 
have been calculated through equation (11): 
 
 

 સ߮ ൌ
∑ ఝ೑࢔೑஺೑೑ೌ೎೐ೞ

௏
 (11) 

 
where: ܣ௙ is the computational cell area, ܸ is the cell volume and ࢔௙ is the unit 
vector normal to the surface. 

106  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



     It is essential to point out that the LS function is solved in a very thin band 
close to the free surface. Computational errors where produced in the transport of 
each LS function, which in turn cause uncertainty on the free surface position. 
Many techniques were introduced to overcome this problem [11]. In the current 
study, the Fast Marching method was deployed to reduce inaccuracy in the 
prediction of free surface elevation [19]. 
     Computational particles were used to correct the LS function transfer in the 
computational domain. These particles are distributed close to the initial free 
surface in a way that each particle radius introduces the distance of particle and 
free surface. In addition, the radius of each particle can be positive or negative 
according to its placement in different phase. To obtain more accurate results, 
these particles can have overlap in terms of their placement near the water 
surface (Figure 3). In Figure 3 the hatched area represents the difference between 
the real situation and model prediction for a straight line. 
 

 

(a) Three particles without overlap 

 

(b) Six particles with overlap 

Figure 3: Illustration of a straight line with particles. 

 
     In each time step, the placement of each particle was calculated by the 3rd 
order TVD-Runge Kutta method and then, the value of the LS function was 
corrected with these particles. The step by step method of correction can be 
summarized as [14]: 
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     1) Those particles which have distance more than their radius outside of their 
own fluid phase with free surface, considered as an escaped particle. These 
particles are used to correct the free surface position. 
     2) By generating a mesh for computational domain, the placement of each 
particle in the grid generation was investigated and the value of LS function for 
surrounding grid cells was calculated as follows: 
 
 ߮௣ ൌ ௣ݎ െ ห࢞ െ ࢞௣ห.sgnሺݎ௣ሻ (12) 
 
     3) LS function is corrected according to equations (13)-(15): 
 
 ߮ା ൌ max൫߮௣, ߮old൯ , ݌׊ א  ା (13)ܧ
 
 ߮ି ൌ min൫߮௣, ߮old൯ , ݌׊ א  (14) ିܧ
 

 ߮new ൌ ൜
߮ା if |߮ା| ൑ |߮ି|
߮ି if |߮ା| ൐ |߮ି|

  (15) 

 
where ܧା is all positive-radius escaped particles and ିܧ is all negative-radius 
escaped particles. It is essential to point out that the difference between above 
method and main PLS method is on the selection of surrounding mesh cells in 
order to correct LS function. It is worth to point out that this method can be used 
on the unstructured finite volume mesh which raised the capability of the method 
for using in complex geometry. 

4 Model verification 

In order to represent capability of model to represent free surface elevation, a 
dam break problem has been chosen (Figure 4). The uniform 100*75 grid mesh 
with 0.0001sec time step has been used for modelling purposes. A no-slip 
boundary condition was applied for all of solid boundaries. Initial free-surface 
elevation and initial particle distribution are shown in figure 5. The predicted 
model results for free surface elevation and also experimental measurements are 
presented in figure 6. From the comparison of predicted and measured values for 
free surface elevation, it can be concluded that the developed model which 
consists of the PLS approach can well predict the free surface. In addition model 
results were compared with experimental results and other numerical models 
cited in the literature (Figure 7). From figure 7 it can be concluded that in the 
early stages of modelling, the numerical model results based on the Lagrangian 
approach are more accurate while close to the end of modelling simulation time, 
the LS approach is more accurate in terms of predicting free surface elevation. 
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Figure 4: Geometry of dam break problem. 

 
 
 

 

Figure 5: Initial particle distribution in dam break problem. 
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 Present Study Empirical Results 

t=0.1s 
 

t=0.2s 

 

t=0.3s 
 

t=0.4s 

 

Figure 6: Free surface variation and computational particles. 
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Figure 7: Comparison of measured and predicted values of water in front. 

5 Conclusion 

Free surface prediction is one of the most important issues in the field of fluid 
dynamics. The problem is more critical in coastal area were the short waves are 
the most dominant hydrodynamic phenomena. In this research study the PLS 
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method has been chosen to investigate its capability on the free surface 
prediction. Results obtained from the developed model show that the PLS 
method can well predict the free surface elevation in comparison with 
measurements and other numerical models cited in the literature. 
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Abstract 

A possible approach for modeling two-dimensional convection-diffusion 
problems in a cell-centered scheme with an unstructured triangular grid is the use 
of the Circumcenter, that is the center of the circumference that passes through 
the vertices of the triangular volume. This point is used to calculate all variables 
involved in the numerical simulation, and a Finite Volume Method was use to 
discretize the equations of an Incompressible Viscous Flow. This work analyzes 
classical problems of bidimensional flow, such as the inlet region of a Poiseuille 
flow, lid-driven cavity, backward-facing step and free convection with 
Boussinesq approximation. The application of the method has been shown to be 
a simple and flexible scheme and the results fit the analytical, experimental or 
numeric data presented in the literature.  
Keywords: unstructured grid, cell-centered scheme, incompressible flow, 
Circumcenter Approach. 

1 Introduction 

The numerical modeling of incompressible viscous flow has received special 
attention in recent decades, in particular because of the Velocity–Pressure 
relationship. Therefore, numerous different strategies to create equations that 
model the phenomena have been developed. 
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     In this work, a co-located cell-centered scheme in the primitive variables is 
developed, under a triangular unstructured grid. The viscous term of the Navier-
Stokes equation is discretized with the “Circumcenter Based Approach” (CBA) 
[9], and an up-wind scheme is used in the convective term. 
     The pressure field is calculated with an artificial equation, created by 
applying a divergent operator in the Momentum equation, and considers 
Neumann boundary conditions. The final algorithm is easy to use and 
understand, without equations to correct or under-relax any of the primitive 
variables used. The Linear System Equations involved are calculated by a 
specific solver, according to the form of the matrix resulting. 
     Computational benchmarks were realized in classical 2D flow problems, 
considering an incompressible, viscous and laminar flow. The problems are: 
flow under flat plates (Poiseuille Flow), Lid-driven cavity flow, suddenly 
expansion in a step (Backward-facing step) and natural or free convections 
problems (with Boussinesq modeling approach). 

2 Basic equations 

The equations used, in this document, for the numerical simulation of an 
uncompressible flow in steady state, will be: 
 

   0 V


 , (1) 

   PgVVV 


 2 , (2) 

   







 T

c

k
TV

P


 , (3) 

     The equation (1) represents the continuity equation; the equation (2) 
represents the momentum equation and (3) represents the energy equation. In 
above equations, the symbol ρ defines the fluid density; the vector V


 defines the 

velocity vector; μ represents the viscosity; P represents the Pressure field; T 
defines the temperature; κ the thermal conductibility and Cp the specific heat at 
constant pressure. 
     It is important to mention that in all numerical simulations presented in this 
paper we consider an incompressible laminar flow with constant density and 
viscosity. 
     In the case of free convection, the flow is not isothermal; however, this 
temperature buoyancy should not cause significant changes in density and 
viscosity of the fluid. 

3 The relationship between velocity and pressure in 
incompressible flows 

In incompressible flows, there is not an explicit equation to calculate the pressure 
evolution, and it is common to use the momentum and continuity equations to 
derive a new equation to determine the required pressure values. 
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Figure 1: Stencil for the calculation of each triangular element. 

     In this case, primitive variables with a Poisson equation will be used to allow 
pressure determination, following Gresho and Sani [1]. It can be obtained 
through the application of a divergent operator in the momentum equation (2). 
After some rearrangements, it can be defined as: 

 

   gVVVP


  22  (4) 
 

     So, the equations to be used in the numerical simulation will be: (1), (2) and 
(4). For non-isothermal cases the equation (3) must be added and solved also. 

4 Circumcenter Based Approach (CBA) 

To discretize the partial differential equations defined by (1), (2), (3) and (4) the 
Finite Volume Method [10] will be used. With the unstructured triangular grid 
used, it is necessary to integrate each PDE of the problem in the triangular cell. 
Considering the stencil in figure 1, each central control volume will be called 
“P” and the three neighbors’ cells will be called A, B, C. The cell faces for P will 
be defined a, b, c, and each of them share the P cell with A, B and C cell, 
respectively. 
     The resultant discretized equation for (2) will be: 
 

 
   

 cccbbbaaa

S
S

SPnSPnSPn

AgdsVndSVVn







 
                      


 (5) 

 

here n x define the normal vector to face x,  S x define the length of face x and A 
is the area of the cell P. 
     The solution for diffusive problems in structured grid is very simple because 
the cell faces are perpendicular to the line linking the two neighbor cell centers. 
These characteristics, generally, are not found in a triangular unstructured grid. 
The use of a vertex centered scheme with Voronoi Diagrams causes a return to 
this facility. 
     Another way to maintain these characteristics in triangular unstructured grids 
is the use of CBA [9], i.e., the use of the circumcenter of each triangular cell like 
the center of the element. Remembering that the center of a circle or sphere that 
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touches each cell vertex is the point where the respective mediatrices crosses 

each other. So the term   
S

dsVn


 can be approximated by: 
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 (6) 

 

here d defines the distance between the center of cell P and the neighbor X. 
For the convective term, an upwind scheme has been used. 

5 Boundary conditions 

5.1 Velocity with the Dirichlet condition 

In this first case the velocity on face “a”, of the triangular cell, in the boundary 
will be predefined: 

 

 CnV aa  


 (7) 
 

     A special and very common case, of Dirichlet condition, to be noticed is the 
no slip condition: 

 

 0 aa nV


 (8) 
 

     In both situations the convective contribution of face “a” is defined like a 
constant or null, respectively to (7) and (8). The pressure at the boundary, with 
no slip condition (8), can be considered to be constant. In the case of non-null 
value (7) the pressure at the boundary can be approximated in another way. 

5.2  Null velocity gradient (Neumann condition) 

This kind of boundary condition is applied specially in the outlet of a Hagen-
Poiseuille flow. Assuming that the face “a” of a cell is at the boundary, we have: 
 

 0



a
n

V


 (9) 

 

     In this case, the value of the velocity vector in the center of A, B or C cell, is 
equal to the value in the cell center P. The value of the pressure in the boundary 
can be determined by an extrapolation in the adjacent cells. 

5.3 Adiabatic boundary with the no slip condition 

The first derivate of T in the face “a” of a cell will be null: 
 

 0



an

T
 (10) 
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     The condition defined in equation (8) will be applied. The contribution of the 
diffusive term in Energy equation (3) for the face “a” will be null, and, because 
of (8), the contribution of the convective term in (3) will be null too. 

5.4 Boundary with predefined temperature and the no slip condition 

The value of temperature at the boundary is predefined: 
 

 CTa   (11) 
 

     The condition defined in equation (8) must be applied like in the previous 
case. 

6 Results 

In this section the result for the application of Circumcenter Based Approach for 
Poiseuille flow, lid-driven cavity flow, backward-facing step flow and free or 
natural convection are presented. 

6.1 Poiseuille flow 

The results presented here were obtained solving an incompressible laminar 
viscous flow in steady state considering isothermal conditions. Brodkey [2] 
called the flow in a channel formed by two flat plates by Poiseuille flow, and in 
this case, in a fully developed flow, the maximum of the velocity parallel to the 
plates are obtained in the middle of the boundary distance, and corresponds to 
150% of the medium velocity. 
     The two dimensional domain can be viewed in figure 2. 
 
 

 

Figure 2: Poiseuille flow domain. 
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Figure 3: Flow for Re = 100. 

     The length L is 10 times larger than the height H. The triangular unstructured 
grid uses 18864 vertex and 36846 triangular cells. The velocity in the inlet of the 
domain is a flat profile. The result showing the velocity vector for Reynolds 100 
(fully developed) can be viewed in figure 3. 
     The position where the fluid can be considered as fully developed 






 
 0x
V


 depends upon the Reynolds number. For simulations with 

Reynolds 400 and 800 the flow is not fully developed at the outlet of the domain. 
In Schlichting [3] is defined a simple equation to estimate the length of the 
developing area (Le): 
 

 Re04.0
H

Le  (12) 

 
     The simulation shows that for Reynolds 100 the relative medium value for 

x
V





 is lower than 0.1% in the cell with the longitudinal coordinate is located 

after 0.35m and for Reynolds 200 the same value is obtained for 0.75m, which 
agrees with (12). 

6.2 Lid-driven cavity flow 

In this case the interior of a cavity is filled with fluid and, in the upper boundary, 
there is a layer of the same fluid moving with parallel uniform velocity. The 2D 
domain, with equal length L and height H, can be viewed in figure 4. 
     In figure 5 it is possible to see three vortexes in the streamlines visualization 
for Reynolds 1000. 
     Using Ghia et al. [4] to compare the results of the method, it is possible to see 
in figures 6 and 7, the velocity profile at the line that crosses x = L/2 and y = 
H/2, for Reynolds 100 and 1000, respectively. Remembering that the data in the 
lines x and y are obtained with a linear interpolation. 
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Figure 4: Lid-driven cavity flow domain. 

 

Figure 5: Streamlines for Reynolds 1000 in a lid-driven cavity. 

6.3 Backward-facing step flow 

This problem consists of a flow with inlet in a straight channel (height h) that 
suddenly opens in a larger channel (height H). The relationships between the 
different heights are: H/h = 2 and the length L will be 2H. The tests are 
performed with Reynolds 150, and the direction of the velocity vector can be 
viewed in figure 8:  
    In Zhao and Zhang [12] it is possible to found physical and numerical results 
for Reynolds 150. The location of the main vortex after the step and the re-
attachment point in [13] experimental results can be compared with the 
numerical data obtained in this work in table 1. 
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(a)                                                       (b) 

Figure 6: Velocity profile interpolated at x = L/2 (a) and y = H/2 (b) for 
Reynolds 100. 

 

 
(a)                                                       (b) 

Figure 7: Velocity profile interpolated at x = L/2 (a) and y = H/2 (b) for 
Reynolds 1000. 

 

 

Figure 8: Direction of the velocity vector in Reynolds 150. 
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Table 1:  Location of the main vortex and re-attachment point. 

 X coordinate 
for vortex 

Y coordinate 
for vortex 

Re-attachment 
point 

Zhao & Zhang [12] 0,925 H 0,29 H 2,25 H 
CBA 0,9 H 0,24 H 2,6 H 

 

 
(a)                                                      (b) 

Figure 9: Temperature field for Ra = 103 (a) and Ra = 104 (b). 

Table 2:  Nusselt number in free convection. 

 Ra = 103 Ra = 104 
Vahl Davis [5] 1,116 2,234 
Actual simulation 1,06005 2,01911 

6.4 Free or natural convection 

The main characteristics of free convection are a natural flow of the fluid 
because of density buoyancy when submitted to temperature or pressure 
variations. In this problem the density buoyancy occurs because of temperature 
gradient in a bidimensional domain with a box shape, where the horizontal 
boundaries are adiabatic, the right vertical boundary is consider hotter than 
medium temperature and the left vertical boundary is colder than the same 
reference value, and remembering that the Boussinesq approximation for the 
body force ρg is used in momentum equation. 
     The shaded graphic of temperature field for Rayleigh number (Ra) equal 103 
and 104 can be checked in figures 9(a) and 9(b). 
     Table 2 allows checking the Nusselt number calculated by the current method 
and the Nusselt number numerically calculated by Vahl Davis [5]. 

7 Conclusions 

The Pereira Filho [13] work is the first use of CBA to solve incompressible flow 
problems, however, in his last work, only the Hagen-Poiseuille flow are solved. 
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The 3D grid used was triangular and unstructured in x and y directions, and 
structured in the z direction (the direction of the main stream). In this work there 
is no structured grid in any direction and it is possible to notice recirculation 
vortices in almost of cases tested, including a new variable (temperature) 
calculation in one of them (free convection).  
     Analyzing the results presented, it is possible to conclude that the CBA can be 
used in an alternative way to modeling 2D incompressible laminar flow 
problems under triangular unstructured grids. The resulting discrete equations, in 
primitive variables, are easy to obtain and understand, without use of staggered 
grids, corrections or under-relax procedures. 
     Because of simplicity, the CBA method presents a small algorithm 
complexity and a low computational costs when comparing other methods used 
with the same purpose and characteristics, like Frink [6], Mathur and Murthy [7], 
Despotis and Tsangaris [8], because needs a minor arithmetic operations per 
“timestep”. 
     The benchmarks performed shows promising behavior, agreeing with 
classical 2D incompressible problems. However, numerical instabilities were 
found with flows with higher Reynolds Numbers. The future inclusion of a 
turbulent modeling scheme in CBA needs to be investigated with this kind of 2D 
flows. Another problem encountered shows that the method is grid dependent, 
needing efficient grid generators, specially to prevent the generation of triangular 
element with internal angles bigger than 90º, like depicted in Date [11]. In this 
case, Delaunay triangulations minimize the problem. 
     This kind of problem (triangular element with internal angles bigger than 90º) 
makes the circumcenter be localized outside the control volume. However, the 
problem affects also Voronoi schemes (Vertex centered), creating polygons with 
sides that do not cross triangular faces. In 3D flows similar problems can occurs 
with tetrahedral elements (circumsphere localized outside the control volume). 
     For the future the authors suggests a better investigation of 3D case 
(preliminary analyzes shows numerical precision lose), and comparative tests 
with other classical approaches, like Voronoi schemes and Frink [6] scheme. A 
compressible modeling case and an inclusion of turbulent scheme can be 
explored too. 

References 

[1] Gresho, P.M.; Sani, R.L.  On pressure boundary conditions for the 
incompressible Navier-Stokes equations. International Journal for 
Numerical Methods in Fluids, v. 7, p. 1111-1145, 1987. 

[2] Brodkey, R.S.  The phenomena of fluid motions. Massachusetts: Addison-
Wesley, 1967.  737 p. 

[3] Schlichting, H.  Boundary layer theory. 7. ed. New York: McGraw-Hill, 
1979.  817 p. 

[4] Ghia, U.; Ghia, K.N.; Shin C.T.  High-Re solutions for incompressible flow 
using the Navier-Stokes equations and a multigrid method. Journal of 
Computational Physics, v. 48, p. 387-411, 1982. 

124  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



[5] Vahl Davis, G.  Natural convection of air in a square cavity: a bench mark 
numerical solution. International Journal for Numerical Methods in Fluids, 
v. 3, p.249-264, 1983. 

[6] Frink, N.T.  Recent progress toward a three-dimensional unstructured 
Navier-Stokes flow solver, Reno: NASA Langley Research Center, 1994. 
AIAA Paper 94-0061. 24 p. 

[7] Mathur, S.R.; Murthy, J.Y.  A pressure-based method for unstructured 
meshes. Numerical Heat Transfer, Part B, v. 31, n. 2, p. 195-215, 1997. 

[8] Despotis, G.K.; Tsangaris, S.  Fractional step method for solution of 
incompressible Navier-Stokes equations on unstructured triangular meshes. 
International Journal for Numerical Methods in Fluids, v. 20, p. 1273-
1288, 1995. 

[9] Travelho, J.S.; Fazenda, A.L.; Enari, E.H.  Abordagem pelo circuncentro 
para malhas não estruturadas em transferência de calor (The Circumcenter 
Based Approach for unstructured grid in heat transfer). In: Congresso 
Brasileiro de Engenharia Mecânica (Brazilian Congress in Mechanical 
Engineering), 15., Águas de Lindóia, 1999. Proceedings. 

[10] Patankar, S.V.  Numerical heat transfer and fluid flow. New York: 
Hemisphere, 1980.  197 p. 

[11] Date, A.W. Solution of transport equations on unstructured meshes with 
cell-centered colocated variables. Part I: Discretization. International 
Journal of Heat and Mass Transfer, V. 48, p. 1117–1127, 2005 

[12] Zhao, Y.; Zhang, B. A high-order characteristics upwind FV method for 
incompressible flow and heat transfer simulation on unstructured grids. 
Computational Methods Applied Mechanics Engineering, v. 190, p. 733-
756, 2000. 

[13] Pereira Filho, N. Simulação de escoamentos incompressíveis 
tridimensionais com uso da abordagem baseada no circuncentro 
(Tridimensional incompressible flow simulation with circumcenter based 
approach). São José dos Campos. 126 p. PHD Thesis (Applied Computing) 
– National Institute for Space Research, 2000 

 

Advances in Fluid Mechanics VIII  125

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



This page intentionally left blank 



Pressure-enthalpy coupling for subsonic flows
with density variation

M. Emans1, S. Frolov2, B. Lidskii2, V. Posvyanskii2,
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Abstract

The method we present is derived from the SIMPLE algorithm. Instead of
solving the linear equations for each variable and the pressure-correction equation
separately in a so called segregated manner it relies on the solution of a linear
system that comprises the discretisation of enthalpy and pressure-correction
equation that are linked through physical coupling terms. These coupling terms
are deduced from a more accurate approximation of the density update (compared
to standard SIMPLE method) that is reasonable with respect to the thermodynamic
formulation of the density increment. The method leads to a considerable
acceleration of the non-linear SIMPLE convergence not only in cases characterised
by a global density change due to the rise of the pressure, but also if the enthalpy
is merely spatially distributed in the computational domain. In this contribution
we will first discuss the key idea of the new method and compare it to established
techniques. Then we will demonstrate its advantages in terms of computational
efficiency and robustness for industrial CFD applications, e.g. combustion and
engine flow calculations on unstructured grids.
Keywords: finite volumes, pressure-enthalpy coupling, variable-density flow,
CFD.

1 Introduction

Robust methods that provide an appropriate approximation of the solution of the
Navier–Stokes equations for CFD (computational fluid dynamics) applications
employ finite volumes for the spatial discretisation and master the non-linearity of
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the system as well as the coupling of the momentum equations and the continuity
equation by iterative algorithms derived from SIMPLE (“semi-implicit method for
pressure-linked equations”); they are used to calculate the velocity and the pressure
field.

Many ways have been proposed to accelerate the convergence of the SIMPLE
algorithm in the genuine formulation of Patankar and Spalding [1] that tends to be
unsatisfactory in some situations. Among the most important ones are SIMPLER,
SIMPLEC, and PISO, see van Doormal and Raithby [2] for an overview. Whereas
genuine SIMPLE requires the solution of one linear system per unknown and time
step, the enhanced methods require the solution of more than one linear system
per unknown and time step. The size of the systems always corresponds to the
number of finite volumes; despite occasional convergence problems these methods
are applied with great success in many important engineering applications.

Coupling equations and calculating two or more variables at the same time
is an alternative to obtain accelerated convergence compared to the established
approaches that are referred to as segregated. It seems, however, that until very
recently one tends to prefer segregated approaches in CFD simulation tools for
engineering applications On the other hand, long references for methods that
couple momentum equations and continuity equation can be easily listed, e.g. Tai
et al. [3] and Chen et al. [4]. The increased availability of parallel computers
with large memory makes it possible and attractive to apply methods with
coupled solution of linear systems to practical engineering problems. This includes
methods that couple other equations than momentum equations and continuity
equation.

For compressible flows the pressure-correction equation (that represents the
mass conservation in SIMPLE algorithm) depends not only on the velocity field,
but also on the density field, see Demirdžić et al. [5]. The segregated methods
improve velocity update with respect to the mass conservation, but the error
introduced by the density field, calculated based on the pressure of the previous
iteration, is not reduced. Since the density depends strongly on the temperature,
this error can be large if the actual guess of the temperature is not yet close to the
solution. As a matter of fact the right-hand-side of the pressure-correction equation
strongly depends on the enthalpy changes through the density field and, on the
other hand, the pressure change as a result of this pressure-correction equation
contributes significantly to the right-hand side of the enthalpy equation. A stronger
link between enthalpy and pressure allows to employ a better approximation to the
density in the pressure-correction equation. This motivated us to couple these two
equations within the context of the SIMPLE algorithm.

2 Conventional SIMPLE method

In this contribution we consider a finite volume approach with collocated variable
arrangement for the spacial discretisation of the governing equations and an
implicit first order time discretisation. The discretised momentum, continuity, and
energy equations for the discrete unknown velocity field �u, the pressure field �p,
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and the (static) enthalpy field �h read

A(�̂u)�u+M�p = �b (1)

C�̂u = �c (2)

G(�̂u)�h = �̃g. (3)

Here, A denotes the discretised and linearised operator that acts on the velocity
field in the momentum equations, i.e. it expresses convective, diffusive, and inertia
components. M is the discretisation of the pressure term, �b the body force term,
C represents the discretised continuity equation, �c the corresponding right-hand
side; the energy equation is represented by G and �̃g. The hat (̂ ) on top of the
vectors indicates that the vector is discretised on the grid that corresponds to the
cell faces. The discretisation of the operators requires that both, the velocity in the
cell centre �u and the velocity at the cell faces �̂u appear in the system of equations.
Both variables are linked by a linear interpolation operator S. The above system
is completed by a relation between density and two thermodynamic variables, e.g.
pressure and temperature

� =
p

R · T (4)

where R is the gas constant and T = T (h).
The iterative SIMPLE algorithm uses updates for pressure and velocity, �p ′ =

�p (m) − �p (m−1) and �u ′ = �u (m) − �u ∗ where m denotes the iteration count and
�u ∗ is the solution of the momentum equations with the pressure taken from the
previous iteration. A stable and robust algorithm for collocated grids is obtained if
the technique of Rhie and Chow [6] is applied to the formulation of the pressure-
correction equation. For this we introduce the operator

ÂM := [SA−1
D
�1] (5)

where AD := diag(A) and the square brackets [�x] denote a diagonal matrix that
has the element of value xj (j-th component of vector �x) in the j-th row, i.e.
[�x] = diag(�1�xT ). The pressure-correction equation can be derived ,see Demirdžić
et al. [5], as{

Cc

(
[�̂� (m−1)](−ÂMM̂) + [�̂u ∗]S[�r ]

)
+ [�o ][�r ]

}
�p ′ =

− [�o ](�� (m−1) − ��0) − Cc[�̂� (m−1)]�̂u ∗ (6)

where the vector �o is composed of oj = Vj/δtwith the cell volume Vj and the time
step δt, the vector �r contains the components rj = 1/(Rj · Tj) and the continuity
operator is split as C ≡ Cc[�̂� ]. �0 is the density of the previous time step. The
pressure-correction equation contains as a central assumption the relation

�̂u ′ = −ÂMM̂�p ′ (7)

that uses the gradient operator M̂ on the cell faces.
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The segregated SIMPLE algorithm for compressible flows with temperature
variation on collocated grids is:

1. compute density field �� (m−1) using �p (m−1) and �T (m−1) with eqn. (4) or,
alternatively, from tabulated material data

2. evaluate A in eqn. (1) with �̂u (m−1) and solve for �u = �u ∗

3. interpolate �� (m−1), accumulate left-hand side operator of eqn. (6), compute
right-hand side and solve for �p ′

4. compute �̂u ′ with eqn. (7)
5. update �̂u and �p to obtain �̂u (m) and �p (m)

6. compute coefficients and solve eqn. (3) for h (m)

3 Pressure-enthalpy coupling

Apart from the special actions taken for pressure and velocity that have been
highlighted above, in a segregated approach, the solution of a coupled system is
approached iteratively. For each unknown, a linear system

B�φ = �b (8)

is solved; the coupling is achieved through the usage of the latest available values
for the computation of the matrix coefficients and the right-hand sides. This is
referred to as segregated approach. Coupling n variables, on the other hand, means
that systems like

B11 B12 · · · B1n

B21 B22 · · · B2n
... · · · . . .

...

Bn1 · · · · · · Bnn




�φ1
�φ2
...
�φn

 =


�b1
�b2
...
�bn

 (9)

are solved. The matrices on the main diagonal are identical to those matrices that
are used in the segregated approach. The off-diagonal matrices reflect the coupling,
i.e. the mutual influences.

From thermodynamics the relation

�� ′ = [�r ](�p ′ + [�k]�h′) (10)

is derived where the components of �k are k = −p/(cp · T ). Note that the
difference to standard SIMPLE is that in the latter the second term (or an
equivalent contribution) is neglected. If now the enthalpy equation is equivalently
reformulated for an enthalpy update �h′ = �h (m) − �h (m−1) and coupled to the
pressure-correction equation such that in eqn. (9) n = 2, the four needed matrices
can be determined in the following way:

B11 = Cc

(
[�̂� (m−1)](−ÂMM̂) + [�̂u ∗]S[�r]

)
+ [�o][�r] (11)

B12 = Cc[�̂u ∗]S[�r ][�k] + [�o ][�r ][�k] (12)
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B21 = −[�o ] (13)

B22 = G (14)

The right-hand side vectors are

�b1 = −[�o ](�� (m−1) − ��0) − Cc[�̂� (m−1)]�̂u ∗ (15)

�b2 = �g + [�o ](�p (m−1) − �p0) (16)

where �g = �̃g − [�o ](�p (m) − �p0) and �p0 is the pressure of the previous time step.
This is integrated into the SIMPLE algorithm for compressible flows. For the

pressure-enthalpy coupling scheme, step 3 of above form of this algorithm has
been replaced by

3. interpolate �� (m−1), accumulate left-hand side operator for n = 2 of eqn.
(9) using the relations (11), (12), (13), and (14), compute right-hand side
according to relations (15) and (16) and solve for φ1 = �p ′ and φ2 = �h ′

and step 5 by
5. update �̂u, �p, and �h to obtain �̂u (m), �p (m) and �h (m).

Step 6 has become obsolete.

4 Numerical experiments

The pressure-enthalpy coupling has been implemented into the CFD package
FIRE(R) (distributed by AVL) that uses the SIMPLE method as the standard
algorithm. It has been demonstrated in Emans et al. [7] that the pressure-enthalpy
coupling accelerates the SIMPLE method by a factor of up to five. While the
examples in that publication were rather simple in terms of geometry, we will
demonstrate here the efficiency of the pressure-enthalpy scheme in a simulation of
industrial relevance.

The implementation of the SIMPLE method is that of a commercial code. The
employed discretisation practice was explored in other publications starting with
Demirdžić and Muzaferija [8], and continuing with Ferziger and Perić [9], Marthur
and Murthy [10], Basara [11], Basara et al. [12] etc. Hence the method has been
applied and proved on various applications and a comparison of the obtained
results to measurements or to analytical solutions is skipped here. We observe
throughout that the proposed pressure-enthalpy coupling method yields essentially
the same results as the SIMPLE method.

The pressure-correction equation of the segregated SIMPLE is solved by an
AMG-preconditioned conjugate gradient method where the AMG is of Smoothed
Aggregation type of Vaněk et al. [13], for details about the implementation see
Emans [14]. The coupled system is solved by an AMG-preconditioned GMRES
that is restarted each 10 iterations. The preconditioning is done as v-cycle with
two Gauß-Seidel sweeps for both, pre- and post-smoothing. The grid hierarchy
is setup by aggregation of pairs where the selection of the pairs follows the
algorithm described in detail by Notay [15]. All other non-symmetric systems are
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solved by a BiCGstab algorithm that is preconditioned by an incomplete Cholesky
factorisation.

4.1 Test cases from the simulation of an engine cycle

Our two benchmark cases are short but representative periods taken from an
unsteady simulation of a full cycle of a four cylinder gasoline engine. The variation
of the position of the piston during the engine cycle as well as some characteristic
results of the simulation are shown in figure 1.

The simulation comprises the gas flow and the combustion in one of the
cylinders. The stroke of the cylinder is 81.4 mm, the bore is 79.0 mm yielding
a (maximum) volume of 0.4 l (per cylinder). Each benchmark case consists
of a few time-steps. The three-dimensional computational domain is subject to
change in time: It contains the interior of the cylinder and the parts of the ducts
through which the air is sucked into the cylinder or hot gas is expelled from
it. The piston surface is a moving boundary. The engine runs at 5500 rpm. A
three-dimensional simulation of a full engine cycle comprises the simulation of
the (compressible) flow of cold air into the cylinder while the piston is moving
downward, the subsequent compression after the valves are closed, the combustion
of the explosive mixture, and the discharge of the hot gas while the piston
moves upward. In the simulation the modelling by the above discussed system
of equations is amended by a standard k-ε turbulence model; the fluid properties
are those of air. The model fuel that is burnt is octane; an eddy break-up model
is used to simulate the combustion process. The simulation is carried out with the
FIRE(R) code that has been validated for this type of problem many times, see e.g.
Priesching et al. [16]. Further information about the setup can be found in Emans
[17].

Example 1a comprises 4 degree crank angleαwithin the compression phase, i.e.
we observe a closed system with adiabatic walls; the unstructured mesh consists
of 238000 mostly hexagonal cells. This period is simulated with four different

Figure 1: Scheme of the engine cycle and characteristic simulation results; the
arrows point to the start of the benchmark cases.
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Figure 2: Slices through the first meshes of the benchmark cases: example 1a
(compression) right, example 1b (combustion) left.

time resolutions: δα1 = 0.4o, δα2 = 0.2o, δα3 = 0.05o, and δα4 = 0.01o

This corresponds to time steps of δt1 = 1.2 · 10−6s, δt2 = 0.60 · 10−6s,
δt3 = 0.15 · 10−6s δt4 = 0.03 · 10−6s; with these time steps we cover the range
that is relevant for applications in engineering. Each calculation has been carried
out once with segregated SIMPLE (SIM) that uses block-pressure adjustment, see
Ahmadi-Befrui [18], and with SIMPLE with pressure-enthalpy coupling (PH). The
hardware consisted of one node of a Linux-cluster equipped with 2 quad-cores
(Intel Xeon CPU X5365, 3.00GHz, main memory 16 GB, L1-cache 2·4·32 kB,
L2-cache 2·4 MB).

Example 1b comprises 4 degree crank angle within the combustion phase, i.e.
here, additionally to fluid flow, combustion is modelled; the unstructured mesh
consists of 254000 mostly hexagonal cells. Other settings as well as the hardware
are identical. The first meshes used in example 1a and example 1b are shown in
figure 2.

4.2 Convergence and performance

The data shown in figure 3 demonstrates that the pressure-enthalpy coupling
improves the convergence of SIMPLE significantly in all cases. The computing
time is reduced to a lower extent than the number of iterations since the solution
of the coupled system is more expensive than the solution of the systems in the
segregated approach. For the largest part this is due to the more expensive solution
of the linear system: The pressure-correction equation is a semi-definite or definite
system in the case of the conventional SIMPLE algorithm, but it has no beneficial
properties apart from the sparseness that can be exploited by the solver in the case
of pressure-enthalpy coupling algorithm. In most cases, however, the computing
time is still reduced significantly. The exception is the coarsest time resolution of
example 1b.

It can be seen from the data in figure 4 that the savings in terms of SIMPLE
iterations increase with decreased time step. The savings range from 63% (δα =
0.01o, example 1b) to 26% (δα = 0.4o, example 1b). The maximum saving in
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Figure 3: Total computing time ttot and number of SIMPLE-iterations nit of the
benchmarks of examples 1a and 1b.

Figure 4: Comparison or the number of SIMPLE iterations nit of the benchmarks
of examples 1a and 1b.

terms of computing time is 49% (δα = 0.01o, example 1b). Note that in Emans
et al. [7] the maximum acceleration through the pressure-enthalpy coupling is
obtained in cases where the segregated SIMPLE algorithm could not be amended
by block-pressure adjustment. The acceleration observed here confirms the data
reported in Emans et al. [7] for the comparison between SIMPLE without block-
pressure adjustment and pressure-enthalpy coupling.

5 Conclusions

The presented pressure-enthalpy coupling scheme accelerates the convergence of
the SIMPLE algorithm significantly. The method is particularly efficient if small
time steps are chosen. The disadvantage of the method is that the computational
effort to solve linear systems for the pressure correction mechanism is increased
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compared to segregated SIMPLE. Despite this we can show that the computations
of a complex engine simulation using the pressure-enthalpy coupling scheme are
faster by a factor of up to two compared to those of segregated SIMPLE.

References

[1] Patankar S.V. & Spalding, D.B., A calculation procedure for heat, mass
and momentum transfer in three-dimensional parabolic flows, International
Journal Heat Mass Transfer, 15, pp. 1787–1806, 1972

[2] van Doormal J.P. & Raithby G.D., Enhancements of the SIMPLE Method for
Predicting Incompressible Flows, Numerical Heat Transfer, 7, pp. 147–163,
1984

[3] Tai, C.H., Zhou, Y. & Liew, K.M., Parallel-multigrid computations of
unsteady incompressible viscous flows using a matrix-free implicit method
and high-resolution characteristics-based scheme, Computational Methods
in Applied Mechanics and Engineering, 194, pp. 3949–3983, 2005

[4] Chen, Z.J., Marella S.V. & Przekwas A.J., A finite volume method of
pressure-coupled solver for incompressible/compressible flows, Proc. of the
47th AIAA Aerospace Sciences Meeting Including The New Horizons Forum
and Aerospace Exposition, AIAA 2009-600, Orlando, Florida (USA), 2009
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Abstract 

When a mining roadway and tunnel is being advanced or has already been 
carried out, the air circulation direction can be inverted for different reasons, the 
most frequent being, the outburst of pollutant gases and the effect of a fire. 
     This reversion effect can become serious for the workers. The behaviour 
analysis of this ventilation by conventional methods presents deficiencies which 
can be improved by CFD (Computational Fluid Dynamics) by using Ansys CFX 
10.0 software with the establishment of prediction models. 
     The CFD modelling were validated by mining roadway measurements using 
anemometers, methanometers and oxymeters. 
     It has been proved that the mining roadway or tunnel longitude reached by the 
reversion of airflow is reduced by installing an auxiliary forcing ventilation 
overlapped with the main ventilation. Additionally, it has been determined that 
the longitude is not reduced by increasing the main ventilation velocity. 
     Likewise, different tests to check the effect of different types of auxiliary 
ventilation system over the roadway longitude reduction, have been carried out. 
Keywords: underground ventilation, reversion of airflow, CFD3D 
(Computational Fluid Dynamics), mining roadway. 

1 Introduction 

In the driving tunnel with a longitudinal type of ventilation, the air flows along 
intake airway (tunnel or roadway 1) to the working area and the contaminated air 
passes back along return airways (parallel tunnel or mining roadway 2). The 
roadway (3) joins (1) and (2), it can be seen in figure 1. In this working area, a 
significant pollutant gas (methane) emission has been produced [1, 2] which has 
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Figure 1: Geometry and model description. 

caused the circulation flow direction of intake in the roadway or tunnel (1) to 
become inverted instead of flowing out through the roadway or tunnel (2), 
causing a great danger to the workers [3–5]. 
     The study and analysis of the latter and the possible solutions by mean of 
conventional methods present clear deficiencies which should be improved 
through computational numerical methods, Computational Fluid Dynamics 
(CFD). 
     The flow behaviour is modelized by software Ansys CFX-10.0 utilizing the 
K-epsilon turbulence model, as has already been carried out by other [6–9]. 
     In this paper, the effect of the reversion on the workers working at the end 
tram of the roadway is analysed. In addition, as the roadway or tunnel longitude 
of reversion (1) varies when safety measures such us ventilation duct outlet 
airflow modification are introduced, since in this case the use of methane 
drainage installing systems are not possible. 
     The study and analysis of the latter and the possible solutions by mean of 
conventional methods present clear deficiencies which should be improved 
through computational numerical methods, CFD. 
     The flow behaviour is model zed by software Ansys CFX-10.0 utilizing the 
K-epsilon turbulence model, as has already been carried out by other [6–9]. 
     In this paper, the effect of the reversion on the workers working at the end 
tram of the roadway is analysed. In addition, as the roadway or tunnel longitude 
of reversion (1) varies when safety measures such us ventilation duct outlet 
airflow modification are introduced, since in this case the use of methane 
drainage installing systems are not possible. 

2 CFD Modelling and underground field measurement 

The CFD based on the resolution of set of equations which describe the 
processes of momentum, heat and mass transfer in a moving fluid are known as 
the Navier–Stokes equations, [12] eqn (1), Continuity, eqn (2) and Energy 
eqn (3). 
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where   is the density,  is the operator divergence,  is the gradient,  is the 

viscosity, T is the temperature, t is the time, V is the velocity, ũ is the specific 
heat and K is the conductivity. 
     These partial differential equations have no known general analytical solution 
but can be discretized and solved numerically.  
     These expressions form a partial differential equation system, which is 
coupled for linear form, and therefore CFD is used for the solutions.  
     This is a multiphase problem, where a two phase flow, air and pollutant 
(methane) is modelled. The software Ansys CFX-10.0 has two multiphase flow 
models available, the Eulerian–Eulerian multiphase model and the Lagrangian 
Particle Tracking multiphase model. In other researches carried out where one of 
the phases is dust particle, the Lagrangian Tracking multiphase model has been 
used, whereas in this paper, Eulerian–Eulerian multiphase model is used. 
     Within this model, certain interphase transfer terms used in interphase 
transfer models, are modelled using the Mixture Model, which symmetrically 
deals with the phases, but merely for continuous phases. 
     The CFD Modelling commence with a geometry carried out by SolidWorks, 
which is posteriorly meshed by ICEMCFD-10.0 with approximately 500000 
elements and a finer meshing for the auxiliary ventilation duct area. 
     The resulting model is characterised in software Ansy CFX-10.0, by 3 
different boundary conditions, Inlet, Opening and Wall. In this model, there are 3 
Inlets, one fresh air inlet and two pollutant inlets. The Opening corresponds to 
the model flow outlet and the remaining surfaces are Wall. 
     In figure 2 the coloured streamlines in velocity function according to 
longitudinal direction of the roadway are shown. Furthermore, the reversion 
areas can be seen as streamline interaction, represented by two arrows. 
     Having carried out the modelling, the results are compared to real data, which 
have been collected in the mining roadway by means of various instruments 
Miniar Junior Macro-MIE handheld anemometers, Trolex 6383.01 methane 
detectors and Trolex 6531 oxygen detectors.  
     The comparison between CFD values and (EXP) Experimental values, giving 
us a correlation R2 = 0.9833, which is adjusted to the following equation, 
Eqn (4), have been developed: 
 

 CFD = 0.7168·EXP + 12.681 (4) 
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Figure 2: Longitude of reversion. 

3 Effect of roadway (3) for ventilation reversion 

The effect of the reversion of airflow for the final roadway tram has been studied 
for its repercussion for the security of workers and it is also a significant reason 
for the use of CFD model adjusted by experimental tests. 
     The importance of this study being carried out away from the pollutant 
emission source is due to the fact that two workers were working in the roadway 
at the time of the incident. 
     However, these workers were not affected by the oxygen reduction produced 
during the reversion. Additionally, data collected by a methanometer (at that 
time) have been used to validate modelization for this roadway tram. 
     In figure 3, the obtained results by CFD modelling for the final roadway tram 
where the reversion of airflow was produced is shown. A papallel plane to floor 
at 1 m high can be seen where the velocity distribution for both the roadway 
longitudinal direction and the streamlines, are shown. In tram (I), the velocity 

 

Figure 3: Modelization of roadway final tram. 
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flow (3.74 m/s), which diminishes when the flow is divided by the two 
roadways, even causing a change of direction resulting in negative values. 
     If cross-sections are analyzed in figure 3, the flow distribution for tram (I) can 
be studied. 
     The study cross-sections are S1, S2, S3, S4.1, S4.2, S5, S6 and S7, are shown 
in figure 4. In this figure, cross-section of the roadway longitudinal direction 
velocity is shown. 

 

Figure 4: Velocity cross-section for the roadway final tram. 

     For cross-sections S1 and S2, the high velocity is found in the central area of 
the roadway, where the greater amount of pollutant is concentrated. When the 
flow is divided by cross-section S3 and S4 its distribution changes, lower and 
even negative velocities are present in the central roadway areas. It is considered 
to be of great significance for cross-section S4 (S4.1 and S4.2), since the latter 
workers were working in this area at the time of the incident. 
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     In cross-section, S5, S6 and S7, the amount of fresh air increases, reaching a 
total flow recovery for cross-section. 
     As it can be proved, the obtained and adjusted model coincides with the facts, 
observed in the mine where a greater ventilation reversion is produced. 
Therefore, the methane influence is found in the central zone of the roadway. In 
this way, it has been indicated that the workers were not affected by the methane 
emerging from the reversion of airflow. 

4 Effect of an auxiliary forcing ventilation system over the 
reversion of airflow 

An auxiliary forcing ventilation system overlapped with the main ventilation in 
roadway (1) has been incorporated in order to diminish the roadway longitude 
where the reversion of airflow is produced. This auxiliary ventilation consists of 
a 400 mm diameter and 60 m long duct. 
     Two different modellings with 12 and 20 m/s velocity at the auxiliary duct 
outlet have been carried out. 
     The results have shown a 74m reversion reduction for 12 m/s velocity, 
whereas for 20 m/s velocity a 78 m reduction was shown, (the reversion being 
120m from the roadway 3). The 20 m/s velocity has been chosen to be installed 
in the underground coal mine. 
     In figure 5, the streamline flow distribution for the 20 m/s velocity is shown, 
where the streamline of auxiliary forcing ventilation reduce the velocity of the 
pollutant streamline (dark colour), allowing the main ventilation streamline 
(clear colour) to reach a greater longitude (158 m). 
     In order to validate the results of this 20 m/s auxiliary forcing ventilation 
modelling, they have been compared to real data according to Eqn (5) with a  
R2 =0.90 value. 

CFD = 1.4247 ·  EXP – 0.124 (5) 
 

 

Figure 5: Streamline flow for the 12 m/s auxiliary forcing ventilation output. 
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     This reduction in the roadway longitude, where the reversion is produced, can 
be achieved by using the 20 m/s auxiliary forcing ventilation with favourable 
results. On the other hand, if the main ventilation velocity increases a good 
reversion reduction is not achieved. 
     In Table 1, a 200 m reversion reduction from the roadway (3) for main 
ventilation of 2, 3, 5 and 8 m/s is shown. The Spanish Regulation establishes a 
tunnel or roadway velocity between (0,2 - 8 m/s). 
     The 5 and 8 m/s velocity, which most reduces the reversion longitude, is 
scarcely used, as they are unfavourable for the workers. Even with these high 
values, the reversion is not reduced as much as by introducing a 20 m/s auxiliary 
ventilation over the main ventilation. 

Table 1:  Reversion longitude for several main velocities. 

Main ventilation (m/s) Reversion longitude (m) 

1  200 

2 140 

3 118 

5 92 

8 82 

5 Conclusions 

In this paper, the use of Computational Fluid Dynamics for the underground 
mining ventilation study, is widely proved. Additionally, a widespread study of 
safety measures can be carried out when a significant methane outburst occurs in 
tunnel or mining roadway construction. 
     In order to avoid ventilation reversion during the significant methane 
outburst, different CFD options, such as an increase in the main ventilation 
velocity and the incorporation of an auxiliary forcing ventilation, have been 
studied. 
     In the first case, 2, 3, 5 and 8 m/s velocities were used with no sufficiently 
effective velocity findings, which are a danger to the workers. 
     In the second case, two 12 and 20 m/s auxiliary fans were used, achieving 
more favourable results for the 20 m/s. 
     The chosen safety measures is the 20 m/s auxiliary forcing ventilation 
overlapped with the main ventilation, reducing the reversion longitude to 150 m. 
This safety measure has been placed in the real tunnel achieving the expected 
results. 
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Abstract 

The Smoothed Particle Hydrodynamic (SPH) method, originally developed 
during the 1970s to solve astrophysical problems, has shown many attractive 
features that have led many authors to try to use it to solve fluid flows problems. 
Its free surfaces tracking capabilities and its straightforward implementation of 
multi-materials interactions make it well suited for complex flows modeling. 
     The first part of the paper is devoted to a general overview of the method. In 
particular, a brief description of a recently proposed flux term, implemented in 
this paper, is introduced. The addition of the flux terms, based on a Riemann 
solvers approach, enhances the stability and smoothness of field variables, 
leading to more accurate pressure fields.  
     In order to test the effectiveness of the selected approach, in the second part 
of the paper, the Dam break problem is discussed. Furthermore, the classical 
Poiseuille flow problem is considered as well. 
     The numerical results are very satisfactory, exhibiting the effectiveness of the 
implemented approach regarding, at least, the selected kind of problems. 
Keywords: SPH method, Riemann solvers, Dam break  Poiseuille flow.  

1 Overview of the SPH method 

The Smoothed Particle Hydrodynamic (SPH) method is a numerical technique 
that was initially developed during the 1970s to solve astrophysical problems 
(Monaghan [1]). It is a fully meshless particle method that is easy to code. Its 
meshless and Lagrangian nature make it very attractive for solving fluid flow 
problems where free surface boundary conditions and large strain rates may be 
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involved. The computational domain is filled with particles carrying flow field 
information (e.g. pressure, velocity, density) and is capable of moving in space. 
Particles are the computational frame used in the method to solve the flow 
describing PDEs, as a grid or a mesh to calculate spatial derivatives is not 
needed. 
     We shall refer to 2D cases throughout the rest of the paper, even though all 
the assumptions and results can be extended to a 3D case with little effort. The 
key idea on which the method is based is the well-known use of a convolution 
integral with a Dirac delta function to reproduce a generic function f(x): 

   
D

xdxxxfxf '')'()(ˆ   (1) 

     In the SPH method, the Dirac function is replaced by a “bell-shaped” kernel 
function W (it ‘mimics’ the Dirac delta function), and the generic function f(x) is 
reproduced with the following convolution integral: 

  
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     The kernel function is chosen to be non-negative, even and with a support 
domain Ωx (usually circular) whose radius is a multiple of a length h, named 
smoothing length. The kernel function is zero outside the support domain and the 
smoothing length serves as a scaling parameter for its arguments. It also has the 
property of converging to the Dirac function as the smoothing length approaches 
to zero. 
     The kernel function must satisfy some conditions in order to correctly 
reproduce functions up to a given order k, in a Taylor series expansion. Let us 
consider a 1D case where a function f(x) is approximated about point x by a 
Taylor series up to the order k: 
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     If eqn (3) is substituted in eqn (2), the SPH approximation of function f(x) 
takes the form: 
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     If a correct reproduction of function f(x) is searched up to the order k, then the 
kernel must satisfy the following conditions:  
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i.e. every kernel moment has to be equal to zero (except for the 0 order one that 
has to be equal to 1).  
     It is possible to obtain the expression for the SPH approximation of a function 
gradient by using eqn (2) and the Gauss-Green formula: 
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 (6) 

here: 
- the kernel is differentiated with respect to the x’ coordinate; 
- n represents the normal to the support domain boundaries; 

     The first term of the RHS of eqn (6) can be zero if the support domain is not 
truncated by the computational domain boundaries, as the kernel is zero on the 
support domain boundaries. Another case when the term can be zero is when the 
support domain is truncated by the computational domain boundaries but there 
exists a boundary condition forcing the function f(x) to vanish on the boundaries 
(it may be the case when f(x) represents a velocity and a no-slip condition has to 
be enforced on the computational domain boundaries). If the first term of the 
RHS of eqn (6) is zero, then the SPH approximation of f(x) gradient takes the 
form: 
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     Eqn (7) is often used, even when the first term of the RHS of eqn (6) does not 
vanish.  
     It is possible to find the conditions the kernel must meet in order to correctly 
reproduce the first derivative of a given function f(x), up the order k of its Taylor 
series expansion. They are similar to the conditions of eqn (5) and it can be 
shown that they are related. The reproducing conditions for a function first 
derivative are expressed as follows: 

     kidxxxWxxxM ii
i

x

...0    '''')( 1'  


  (8) 

     The most frequently used kernels involve truncated Gaussian and spline 
curves. The kernel used in this paper is the cubic spline function with compact 
support, whose expression is as follows (see also the plot reported in Figure 1): 
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Figure 1: Third order cubic spline kernel plot. 

     The condition forcing the kernel to be non-negative makes it impossible to 
meet condition of eqn (5) for k = 2 and condition of eqn (8) for k = 3. 
Furthermore, the use of an even function as a kernel automatically satisfies 
conditions for exact reproduction of linear functions and second order function 
derivatives. Therefore, it is possible to correctly reproduce this kind of functions 
only with a non-negative kernel like the cubic spline. 

2 Particle approximation related problems 

The previous equations need to be evaluated in a discrete manner in order to 
develop a numerical technique from the theoretical framework shown above. In 
the SPH method, the discrete evaluation is made by means of the particle 
approximation.  The continuous space is then replaced by a finite set of particles, 
each one of them carrying a mass, an area and other problem related information. 
     Hence, particle approximations of eqns (2) and (7) take the form: 
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here: 
- xi and xj represent the i and j particle positions in the given frame of 

reference; 
- ΔAj represents the tributary area associated with particle j; 
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- Summations are extended to all the particles located within the support 
domain of particle i; 

     The ability of the kernel to exactly reproduce a function and its derivative up 
to a certain order vanishes when the particle approximations shown in eqns (10) 
and (11) are performed. This means that the particle approximations of the 
consistency conditions of eqns (5) and (8), which are shown below for a 1D case: 
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are no longer exactly satisfied.  The afore-mentioned problem is often referred to 
as the particle inconsistency problem. 
     Another issue related -but not limited to the particle inconsistency problem 
arises when particle approximation of eqn (11), for evaluating a function 
gradient, is performed at a particle whose support domain overlaps with the 
computational domain boundaries. As the first term of the RHS of eqn (6) is 
often neglected, the particle approximation shown in eqn (11), besides suffering 
from the particle inconsistency related errors, suffers from the ones arising from 
this further approximation. This problem is often referred to as the particle 
deficiency problem and it may cause relevant errors both in evaluating a function 
derivative close to boundaries and in imposing a boundary condition on a field 
variable. 
     Many authors have proposed corrective strategies to tackle particle 
approximation related problems. Randles and Libersky [2] used ghost particles to 
treat a symmetrical surface boundary condition. Ghost particles have also been 
used in a various manners for particle approximations near boundaries by Takeda 
et al. [3], Morris et al. [4] and Ferrari et al. [5]. 
     An approach that tries to overcome these issues without the use of any kind of 
ghost particles has been proposed by Liu et al. [6]. The method proposed by the 
authors (briefly named RKPM) consists in multiplying the kernel function by 
corrective coefficients in the particle approximation, in order to restore the 
particle approximation of the consistency conditions of eqns (12) and (13). By 
using the RKPM method, it is possible to find corrective coefficients to attain 
higher order consistency. The computational cost of the SPH simulation 
increases as it is necessary to solve least squares problem and to invert 
symmetrical square matrixes. 
     Another corrective approach is the one proposed by Liu and Liu [7]. The 
authors use the Taylor expansion series to offset and correct the standard particle 
approximations of eqns (10) and (11) for reproducing a function and its first 
derivative. Computational cost is increased even in this case, as it is necessary to 
perform matrix inversion in order to obtain a corrective matrix for the standard 
SPH approximation. 
     Nevertheless, it is possible to obtain realistic and accurate simulations with 
SPH despite these issues. The main reasons relies on the fact that the momentum 
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equation can be set up so that the interaction terms between each pair of particles 
are symmetrical, thus allowing for momentum conservation. 

3 SPH for fluid flow problems 

In this paper, uncompressible fluids are treated using the weakly compressible 
fluid approximation. This means that pressure is not obtained by solving a 
Poisson equation, as in the uncompressible case but using a stiff equation of state 
instead. The equation used here has successfully been employed before by 
Monaghan [8] and Ferrari et al. [5], among others, and computes the particle 
pressure pi this way: 
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here: 
- k0 is a reference pressure; 
- ρi  represents the density at particle i; 
- ρ0 represents a reference density of the fluid when relative pressure is 

zero. 
     The k0 value must be chosen in order to have a speed of sound, which is at 
least ten times higher than the highest fluid velocity involved in the problem: in 
this way it is possible to limit the density variations to around 1% of reference 
density and to not introduce prohibitively small time steps (see Monaghan [8]). 
Finally, please note that if eqn (14) is employed then particle sound speed ci has 
the following expression: 
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The particle approximation used for the continuity equation is the following: 
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here: 
- vj represents the velocity for particle j; 
- mj  represents the mass of particle j. 

     In eqn (16), velocity derivatives are calculated slightly differently from what 
would be suggested by equation (11). It is possible to show that with this 
modification, involving velocity differences in the equation instead of just the 
term vj, it is possible to exactly reproduce gradients of constant velocity fields. It 
can also be shown that using equation (15) is like using a modified kernel, which 
satisfies the particle approximation for consistency conditions (13) up to the 0th 
order. The use of such equation, which has proved to be successful in many 
cases, enhances the accuracy in velocity field divergence calculations, especially 
near boundaries (see Liu and Liu [9]). 
     In this paper, we also selected an approach proposed by Ferrari et al. [5], 
which uses a Riemann solvers based modification of the continuity equation 
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where a central Rusanov flux term is added to the equation. Adding the Rusanov 
central flux term to eqn (16) leads to the following form for the continuity 
equation: 
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here: 
- nij is the unit vector pointing from particle i towards particle j; 
- cij  represents highest sound speed between particle i and j. 

     The addition of the flux terms results in more accurate and smoother density 
field calculations, which lead to more accurate pressure fields. The correction 
acts also as a penalty term for density fluctuations helping in enforcing weak 
compressibility condition. 
     Finally, the particle approximation that has been used throughout the 
computations for momentum equation is the following one: 

 
iji

n

j j

j

i

i

ji
i

Wmf
Dt

vD

















1
22 





   (18) 

- fi  is the force/mass ratio of the external forces for particle i; 
- 

i
 is the stress tensor at particle i. 

     It is possible to show that this form of momentum equation does not satisfy 
the particle consistency conditions of eqn (13), neither for the 0th order: 
therefore, it cannot be used to reproduce gradients of constant stress fields 
exactly. However, if the terms in the summation of the right hand side of eqn 
(18) are interpreted as forces (per unit of mass) exchanged by each pair of 
interacting particles, it is easy to notice that they are symmetrical, thus allowing 
for particle momentum conservation (when no external forces are present). 

3.1 Inviscid flows computations 

In order to simulate the behavior of inviscid flows we use the following isotropic 
constitutive equation for the stress tensor: 
 Ipii

  (19) 

here: 
- I is the unit tensor. 

     By using eqn (19), the momentum eqn (18) takes this form: 
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     As it has been pointed out in paragraph 3, the momentum equation conserves 
momentum exactly, when there are no external forces acting on the system. 
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3.2 Viscous flows computations 

In order to simulate the behavior of a Newtonian viscous fluid at a laminar 
regime, we use the well-known constitutive equation: 

 
iii
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here: 
-  

i
  is the strain rate tensor at particle i; 

- µ is the dynamic viscosity of the fluid. 
     We then used the following expression for the particle approximation of the 
strain rate tensor components (see Liu and Liu [9]): 

 





  







 













n

j
jijijij

n

j i

ij
ijj

n

j i

ij
iji AWvvA

x

W
vvA

x

W
vv

111
)()(  )(  (22) 

     By using eqn (21), the momentum eqn (18) takes this form: 

 
iji

n

j j

j

i

i
jiji

n

j j

j

i

i
ji

i
WmW

pp
mf

Dt

vD
 












 



 















 1
22

1
22 








 (23) 

4 Numerical examples 

In the following paragraphs we show numerical examples regarding the solution 
of two test cases, one for inviscid flow and the other for a laminar viscous flow. 

4.1 Water column  

The test case regards the solution of the classical Water column (or Dam break) 
problem where a column of water collapses under the effect of gravity and a 
breaking wave impinging on a vertical wall is created thereafter. 
 

Figure 2: Initial particles distribution for the SPH solution of the water 
column problem. 
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     The SPH scheme used to solve this numerical test is the inviscid scheme 
given by eqns (14), (17) and (20). A free-slip boundary condition has been 
enforced on the boundaries by using special ghost particles that are created via 
point symmetry about a layer of boundary particles as in Ferrari et al. [5].  
     Time integration has been performed by using a Runge-Kutta third order 
TVD scheme (see Gottlieb and Shu [10]).  
     At the initial time step, particles are placed on the left side of the tank with 
zero velocity and a hydrostatic pressure distribution, which has been calculated 
analytically according to the equation of state of eqn (14). The initial particle 
distribution can be seen in Figure 2, where the particles are color coded 
according to pressure values (measured in Pa) and distances are in meters. 
     The water column size is 14.6 cm x 28.9 cm, while the tank length is 58.4 cm. 
800 particles have been used in the simulation with spacing of 7.3 mm in both 
vertical and horizontal directions. 
     In Figures 3–5, the results obtained with SPH are shown. Particles are color 
coded according to pressure values (measured in Pa). 
     Even though no comparison with experiments or other numerical solutions 
has been made at this stage, the results, in terms of pressure and particles 
displacement seem very realistic and reasonable. 
 
 

 

Figure 3: SPH solution at time 0.10 s (left) and 0.20 s (right) (color online 
only). 

 

Figure 4: SPH solution at time 0.30 s (left) and 0.60 s (right) (color online 
only). 
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Figure 5: SPH solution at time 0.80 s (left) and 1.00 s (right). 

4.2 Poiseuille viscous flow 

The test case is the classical Poiseuille flow problem, solved with a layer of 
water flowing between two infinite parallel planes. Motion is created by a 
horizontal body force/mass F, whose module has been set to 2·10-4 m/s in the 
SPH simulation.  
     The analytical solution of the problem is known as a series solution. Its 
expression for horizontal velocity vx as a function of time and space is as 
follows: 
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here: 
- L is the distance between the two planes (set to 10-3 m in the SPH 

simulation); 
- ν is the kinematic viscosity of water (10-6 m2/s);  
- z is the transversal coordinate between the planes (z=0 on the lower 

plane). 
     From the first spatial derivative of eqn (24), it is possible to obtain the 
analytical expression for the tangential stresses. 
     The SPH scheme used to solve this numerical test is the viscous scheme given 
by eqns (14), (16), (22) and (23). Boundary conditions have been enforced by 
using ghost particles that are being created by mirroring the liquid particles about 
the boundaries as in Morris et al. [4]. For viscous flows, a no-slip condition is 
required and so ghost particles are assigned an opposite velocity to the liquid 
particles they are created from. To simulate an infinite extension of the domain 
on the horizontal direction, periodic boundary conditions have been used, where 
particles exiting the domain on one side are re-entered in the system from the 
opposite side. 
     Time integration has been performed by using the simple Euler forward-in-
time scheme. 
     At the initial time step, particles are placed between the two planes with zero 
velocity and a uniform zero pressure distribution. The motion is triggered by the 
horizontal body force/mass component F, which is constant in every instant of 
the simulation. Four hundred particles have been used in the simulation with 
spacing of 0.025 mm in both vertical and horizontal directions. 
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Figure 6: SPH solution of unsteady Poiseuille flow at an intermediate time 
step. 

Figure 7: SPH solution of unsteady Poiseuille flow at the steady state. 

     In Figures 6 and 7, a comparison between the SPH solution of the problem 
and the analytical solution of the problem is shown, both for the horizontal 
velocity component (left hand side) and the tangential stresses (right hand side). 
Variables values are non-dimensional and scaled, with l0 =1·10-3 m being the 
scaling length, u0 = 2·10-4 m/s being the scaling velocity and τ0 =4·10-5 Pa being 
the scaling tension. 
     As can be seen from Figures 6 and 7, the SPH solution well agrees with the 
analytical solution. Steady state was considered reached when the average SPH 
solution error was lower than 2%. The error was also lower than this bound 
during all the intermediate instants of the simulation, except for the first ones, 
when the error was found to be higher. 

5 Conclusions 

SPH is a powerful and easy to code numerical tool that can be useful in order to 
solve many fluid flow problems. Its Lagrangian nature makes it particularly 
suitable for simulating free surface flows, but some drawbacks still wait to be 
solved. To this purpose, in order to enhance stability and smoothness of field 
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variables, a Riemann based modification approach of continuity equation has 
been selected and implemented. The numerical elaborations show the capability 
of the method to capture the general features of the Dam break problem. 
Poiseuille test has shown very satisfactory behavior as well.  
     Next step will be the comparison of the results obtained with the selected 
method with experimental and other kind of numerical approaches. 
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Abstract 

This paper describes the numerical modelling of the flow of self-compacting 
concrete (SCC) in column and wall formworks during the filling process. It is 
subdivided into four main parts. In the first part, the rheological properties of 
SCC and the theory regarding the pressure exerted by the SCC on the formworks 
are shortly described. In the second part, the formwork filling tests, which have 
been carried out at the Magnel Laboratory for Concrete Research of the Ghent 
University, are presented. The general layout of the tests and the measurement 
set-up are clearly described. In the third part, the numerical modelling of the 
flow of SCC using a commercially available solver is explained as well as the 
obtained results from the CFD simulations. Finally in the last part, a comparison 
is made between the measurements and the simulation results. The formwork 
pressures are hydrostatic for SCC pumped from the base of the formworks. 
Keywords: CFD, numerical modelling, laminar flow, self-compacting concrete. 

1 Rheology of SCC and the theory of formwork pressure 

1.1 Rheology of SCC 

According to De Schutter et al [1], SCC can be defined as a concrete which 
needs to possess sufficient fluidity in order to be able to fill a formwork 
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completely (filling ability) without the aid of other forces than gravity, even 
when having to flow through narrow gaps (passing ability), but also showing a 
sufficient resistance to segregation, during flow and in stationary conditions 
(stability). 
     In order to achieve sufficient fluidity in SCC, without increasing the water 
content, super-plasticizers must be applied. Only adding super-plasticizers to 
traditional concrete is not sufficient to create SCC, due to the large amount of 
coarse aggregates, which can form particle bridges when flowing through a 
narrow gap, causing blocking. Therefore in order to fulfil the passing ability 
condition, the amount of coarse aggregates is reduced. On the other hand, extra 
amounts of fine materials, like limestone filler, fly ash, silica fume are added in 
order to increase the stability of SCC [1, 2]. 
     According to Feys [2] and Roussel and Lemaître [2, 3], the behaviour of fresh 
concrete may be described using a yield stress model such as the Bingham model 
or the Herschel-Bulkley model, which are formulated mathematically by eqn (1) 
and eqn (2) respectively. 
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where:  the indices B, HB stand for Bingham, Herschel-Bulkley, resp. 

τ = shear stress in the material (Pa) 
.

  = shear rate in the material (1/s) 

τ0  = yield stress (Pa) 
µp,B  = plastic viscosity (Pa s) 
KHB  = consistency factor (Pa sn) 
nHB = consistency index (-) 

 
     SCC is further characterized by two specific phenomena, thixotropy and shear 
thickening. Thixotropy can be defined as a reversible build-up and breakdown of 
internal structure due to flocculation or coagulation of cement particles for which 
the influence of inter-particle forces is still significant, whereas shear thickening 
is an increase in apparent viscosity with increasing shear rate. 
     In order to capture the effect of shear thickening in SCC, Feys [2] proposed a 
modification of the standard Bingham material model. This modified Bingham 
model is defined by the following equation. 
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where:  the indices MB stands for modified Bingham 
  cMB = second order parameter (Pa s²) 
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     The effect of shear thickening becomes very important at high shear rates. 
This is captured in the modified Bingham model by the extra quadratic term in 
eqn (3). 
     Roussel [4] proposed the following model for describing thixotropy in SCC. 
He introduced a structure parameter λ, the flocculation state of the material, 
which influences the apparent rheological properties of the material. It is defined 
by two equations, where three parameters have to be identified. 
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where:  λ = the flocculation state of the material (-) 
  T = flocculation characteristic time (s) 
  α = de-flocculation parameter (-) 
 
     Eqn (4) is a constitutive equation and eqn (5) describes the rate of change of 
the internal structure. 
     It is assumed that the characteristic time of flocculation is long compared to 
the characteristic time of de-flocculation [5]. Eqn (5) then simplifies to: 
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     After integration of eqn (6), and introducing the resulting flocculation state in 
eqn (4), the shear stress then writes: 
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     At rest, the shear rate equals zero and the evolution of the apparent yield 
stress is described by eqn (8). 
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     Based on the experience of Roussel [4] with formwork pressure 
measurements, a classification of SCC according to their flocculation rate Athix 
can be made. This classification is presented in Table 1. 
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Table 1:  Classification of SCC according to their flocculation rate. 

Flocculation rate Athix (Pa/s) SCC type 
Less than 0,1 Non-thixotropic SCC 

Between 0,1 and 0,5 Thixotropic SCC 
Higher than 0,5 Highly thixotropic SCC 

1.2 Theory of formwork pressure 

In practice, two types of filling processes are encountered, namely filling from 
the top of the formwork and filling from the base of the formwork. When the 
formwork is filled from the top, due to thixotropy the SCC starts to build up a 
structure able to withstand pressure from the concrete above, without increasing 
the horizontal pressure against the form [5]. For this type of formwork filling, the 
horizontal formwork pressure can be calculated using eqn (9) [4]. 
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where:  e = the casted wall thickness (m) 
  H = height of the casted element (m) 
  ρSCC = density of the SCC (kg/m³) 
  g = gravity acceleration (m/s²) 
  R = casting rate (m/s) 
 
     For the case where the SCC is pumped from the base of the formwork, the 
formwork pressure is mainly hydrostatic [5]. The reason is because the SCC is in 
motion during the whole casting procedure, without any possibility for the 
concrete shear strength to develop. The resulting formwork pressure can then be 
determined using eqn (10). 
 
௛௢௥݌  ൌ .ௌ஼஼ߩ ݃.  (10) ܪ

2 Full-scale formwork filling tests 

In this part, the four full-scale formwork filling tests that have been performed 
by Van De Maele and Vanmassenhove [6] at the Magnel Laboratory for 
Concrete Research of the Ghent University in Belgium are described. During 
these tests, two columns and two walls were cast, as shown in Fig. 1. 
     The two columns are identical and have a height of 2 m, a depth of 21 cm and 
a width of 17,4 cm. The SCC is pumped from the base of the formwork. The two 
walls are also identical regarding the dimension (a height of 2 m, a length of 4 m 
and a thickness of 21 cm), but not regarding the positioning of the SCC inlet. 
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Figure 1: Layout of the formwork filling tests. 

 

   

Figure 2: Connections of the SCC inlet for wall type A and B. 

     Fig. 2 shows the two different pumping connections. For both walls, the SCC 
is also pumped from the base of the formwork. 
     During the filling of the formworks, the flow of the SCC was measured at the 
concrete pump, the time was recorded and the progression of the filling process 
was monitored with several cameras. The formwork pressure was also measured 
on several positions at the base of the formwork, where the maximum pressure 
was expected. Two types of pressure measurements were used: manometers and 
electronic pressure transducers. Both devices were fixed on an intermediate 
water chamber, sealed with a rubber membrane, and flush mounted on the 
formwork. The locations of the pressure measurements (red cross-haired squares) 
are shown on fig. 2 for the walls and for the columns. At the beginning of each 
filling process and at the end of the casting test period, a sample of concrete has 
been taken in order to investigate the fresh properties, by means of a Tattersall 
Mk-II rheometer and standard tests on SCC like slump flow, V-funnel, L-box, 
sieve stability and air content. 

Pressure measurements 
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3 Numerical modelling of the formwork filling tests 

3.1 Governing equations 

The most general description of a fluid flow is obtained from the well known 
Navier-Stokes equations. They represent mass conservation, conservation of 
motion and conservation of energy [7, 8]. Due to fact that the density and the 
viscosity of the SCC remains constant during the isothermal filling process, the 
conservation of energy is not considered in the numerical simulations. For 
unsteady, isothermal, laminar flows these equations take on the following forms: 
 
Conservation of mass: 
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Conservation of momentum: 
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where:  ρ = density or specific mass of the fluid (kg/m³) 
  v  = velocity vector (m/s) 

    = stress tensor (Pa) 
  g  = gravity acceleration vector (m/s²) 

    = tensor product of two vectors 
 
     Due to the fact that the shear rates remain relatively low during the formwork 
filling process, no shear thickening is occurring. Therefore the stress tensor τ is 
modelled using the Herschel-Bulkley material model (see also eqn (2)). These 
Navier-Stokes equations are solved for the pressures and the velocities over the 
entire computational domain for each time step with the aid of the Fluent v.6.3 
software. In order to simulate a free surface flow, as in the formwork filling 
process, the Volume of Fluid (VOF) method developed by Hirt and Nichols [9], 
is used. The VOF method can model two or more immiscible fluids by solving a 
single set of momentum equations and tracking the volume fraction of each of 
the fluids throughout the domain. 

3.2 Computational domain 

In order to perform the numerical simulation of the SCC flow through the 
formworks shown in fig. 1, a 3D geometry is constructed for each cast element 
and meshed with the Fluent Gambit v.2.3.16 pre-processor [10]. Fig. 3, fig. 4 and 
fig. 5 show the resulting high quality meshes for the columns and the walls. 
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Figure 3: Computational domain for the column filling process. 

 

 

Figure 4: Computational domain for wall type A filling process. 

 

 

Figure 5: Computational domain for wall type B filling process. 
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3.3 Boundary conditions 

In order to obtain solutions for the stated Navier-Stokes equations, a set of 
boundary conditions needs to be applied to the computational domain. At the 
flow inlet, a uniform velocity profile of the incoming SCC and the volume 
fraction of the SCC phase is imposed. At the top of the formwork, the pressure is 
atmospheric, resulting in a zero gauge pressure condition at the outlet. At the 
pipe walls, a no-slip condition is assumed. 

3.4 Solution of the governing equations 

The governing flow equations are discretized using the Finite Volume Method 
and solved with a 3D, double precision, implicit pressure-based solver [8]. In 
table 2 the solver settings of the numerical model are summarized. 
 

Table 2:  Solver controls. 

Controls Columns Wall type A and B 
Multiphase VOF model/scheme 2 phases 2 phases 

VOF scheme Explicit Explicit 
Transient controls NITA1 NITA1

Unsteady formulation 1st order implicit 1st order implicit 
Body force formulation Implicit body force Implicit body force 

Momentum discretization 2nd order upwind 2nd order upwind 
Volume fraction discretization Geo-reconstruct CICSAM2 

Pressure discretization Body force weighted Body force weighted 
Pressure-velocity coupling Fractional step method Fractional step method 

 
1 Non-Iterative Time Advancement 
2 Compressive Interface Capturing Scheme for Arbitrary Meshes 

3.5 Formwork filling simulations 

The fresh properties of the SCC used in the formwork filling tests are the 
presented in table 3. 

Table 3:  Fresh properties of the SCC used in the tests. 

Property Value 
Density ρSCC (kg/m³) 2314,4 
Viscosity µp,HB (Pa s) 28,3
Yield stress τ0,HB (Pa) 10,3 

Consistency index nHB (-) 1,385 
Consistency factor KHB (Pa sn) 17,7 

 
     Fig. 6 show the simulated formwork filling of the columns, while the 
simulated casting process of the walls are presented in fig. 7 and fig. 8. 
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Figure 6: Simulated filling process of the columns. 

  

Figure 7: Simulated filling process of wall type A. 

  

Figure 8: Simulated filling process of wall type B. 

4 Comparison of the results and conclusions 

4.1 Comparison of the results 

Without the presence of thixotropic build-up, the formwork pressures are 
expected to be hydrostatic, and therefore they can be calculated analytically 
using eqn (10). The measured formwork pressures are compared with the 
hydrostatic pressures and presented in fig. 9 for the columns and in fig. 10 for the 
two wall types. 
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Figure 9: Formwork pressure of the columns. 

 
Figure 10: Formwork pressure of the wall type A and B. 

     The formwork pressures obtained from the numerical simulations are shown 
in fig. 11 for the columns and in fig. 12 for the two wall types. 

 

Figure 11: Column formwork pressure from CFD simulation. 
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Figure 12: Wall formwork pressure from CFD simulations. 

4.2 Conclusions 

From the comparison of the measurements, the analytical results and the results 
from the CFD simulations, we can conclude that the formwork pressures are 
hydrostatic as expected [2]. The small differences that can be observed between 
the measured pressures and the hydrostatic pressures for the same cast heights is 
related to the experienced shortcomings of the pressure measurement units used 
in the tests. The non-linear deformation of the plastic membranes due to exerted 
concrete pressure, the variable surface tension of the used membranes and the 
unavoidable inclusion of air bubbles into the water chambers have lead to these 
small differences in the formwork pressure measurements. 
     Nevertheless, it can be concluded that there is a very good agreement between 
all the obtained results. The VOF method has proved to very effective in 
capturing the time evolution of a formwork filling process, as shown in fig. 13. 
 

  

Figure 13: Simulated and real formwork filling evolution. 

     The real position and form of the free surface of the SCC, during the filling of 
the formwork of wall type B, is compared with the simulated position and form 
of the SCC-air interface at the same time. 
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     For this type of casting processes, where the SCC is pumped from the base of 
the formwork to the top, as such avoiding thixotropic build-up, the formwork 
pressures can easily be estimated using the simple formula for the hydrostatic 
pressure, eqn (10). When more details on the formwork filling process are 
required, numerical simulations can be carried out using the implemented 
Herschel-Bulkley material model, describing the relation between the applied 
shear rate and the resulting shear stress in the SCC, in combination with the VOF 
method. These CFD simulations will predict the formwork pressures and the 
time evolution of the casting process accurately. 
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Analysis of tunnel compression wave 
generation and distortion by the lattice 
Boltzmann method 

K. Akamatsu & M. Tsutahara 
Graduate School of Engineering, Kobe University, Japan 

Abstract 

The finite difference lattice Boltzmann method was applied to investigate the 
generation of the compression wave produced when a high-speed train enters a 
tunnel and the distortion of the wave front as it travels in the tunnel. The discrete 
Boltzmann equation for the 3D39Q thermal BGK model is solved in three-
dimensional space using a second-order Runge-Kutta scheme in time and a third 
order upwind finite difference scheme in space. The arbitrary Lagrangian-
Eulerian formulation is applied to model the interaction of the moving train nose 
and the tunnel portal. Numerical calculations are carried out for axisymmetric 
trains with various nose profiles entering a long circular cylindrical tunnel with 
straight and stepwise flared portals. The generation of the compression wave can 
be described in terms of flow parameters along the train nose and the interaction 
with the tunnel portal. The train speed and the train to tunnel area dependence of 
the predicted wave strength are found to be in good agreement with an analytic 
linear prediction. The distortion of the compression wave front that travels 
within an acoustically smooth tunnel is consistent with the time-domain 
computation of the one-dimensional Burgers equation. The non-linear steepening 
is confirmed to be dependent on the initial steepness of the wave front, which is 
determined by the interaction of the train nose and the tunnel portal. The tunnel 
entrance with flared portals is shown not only to decrease the initial steepness of 
the compression wave front but also to counteract the effect of non-linear 
steepening. 
Keywords: lattice Boltzmann method, high speed train, compression wave, 
micro-pressure wave, nonlinear steepening, aerodynamic noise. 
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1 Introduction 

A high-speed train entering a tunnel compresses the air in front of it and 
generates the compression wave, which travels within the tunnel at the speed of 
sound toward the exit of the tunnel. The compression wave is reflected as an 
expansion wave at the exit of the tunnel being accompanied by the emission of 
an impulsive sound wave so-called ‘micro-pressure wave’ or ‘tunnel bang’ 
which causes the environmental annoyance in the nearby area (Ozawa et al [1]).  
     The strength of the micro-pressure wave is proportional to the steepness of 
the arriving compression wave, i.e. the gradient of the pressure across the wave 
front at the exit. The initial steepness of the wave front is determined primarily 
by the train speed and the geometries of train nose and tunnel portal. For a tunnel 
with acoustically smooth concrete slab tracks, and with the length comparable to 
the shock formation distance, which depends on the initial steepness of the 
compression wave, the wave front forms a shock wave due to the ‘non-linear 
steepening’. This non-linear effect of acoustic propagation causes the strength of 
the micro-pressure wave to become comparable to the sonic bang from a 
supersonic aircraft. Fukuda et al [2] found that the compression wave in a tunnel 
longer than the shock formation distance once develops a shock profile, and then 
reverts by friction to a waveform with reduced steepness causing less subjective 
effects on the environment. Integrated numerical simulations will be necessary to 
investigate the propagation of compression wave and the radiation of micro-
pressure wave such that the progressive characteristics of compression wave are 
interconnected to the original waveform. 
     A number of investigations on the generation and propagation of the 
compression wave have been carried out including scale model experiments by 
Aoki et al [3], theoretical analysis by Sugimoto and Ogawa [4] and by Howe [5], 
and numerical simulations by Ogawa and Fujii [6] and by Mashimu et al [7]. 
Howe has developed a linear theory of the compression wave. The head wave is 
expressed as a convolution product of the sources dependent on the nose shape 
and speed of the train, and an acoustic Green’s function whose form depends on 
the geometry of the tunnel entrance. In the numerical calculations of Mashita et 
al, one-dimensional Euler’s equation and the equation of state are solved to 
simulate the distortion of compressive wave front in the tunnel giving measured 
waveform as initial conditions. 
     The lattice Boltzmann method is now a very powerful tool of computational 
fluid dynamics. Tsutahara et al [8] have reported successful applications of the 
finite difference lattice Boltzmann method (FDLBM) to the direct numerical 
simulation of the sound generated a body immersed in fluids. Akamatsu et al [9] 
has demonstrated that the FDLBM is also a useful approach for studying 
problems in the non-linear acoustics. In this paper, we present direct numerical 
simulations of the generation of compression wave using the FDLBM. The 
arbitrary Lagrangian-Eulerian (ALE) formulation developed by Hirt et al [10] is 
applied to model the interaction of the moving train nose and the tunnel portal 
giving the local equilibrium distribution function in Eulerian form and moving 
the train and grids in Lagrangian manner. 
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2 Numerical method 

2.1 Discrete BGK equation 

The lattice Boltzmann model we use is a single relaxation time discrete BGK 
scheme on a three dimensional cubic lattice called D3Q39 model. The basic 
equation is written considering the arbitrary Lagrangian-Eulerian moving frame 
as: 

      
eq

eq1i ii i
i i i i

f ff f A
c V c f f

t x x  
  

  
     

  
, (1) 

where if and eq
if  are the velocity distribution function and the local equilibrium 

distribution function respectively, which represent the number density of 
particles having velocity ic  at each lattice node. Subscript i represents the 

direction of particle translation and   indicates the Cartesian coordinates. V  is 

the velocity of moving grid in ALE formulation, which is same as the speed of 
train translation.   is the relaxation time and A  is a constant of an additional 

term introduced to make the calculation of high Reynolds number flows fast and 
stable. These two parameters   and A  determine the viscosity of fluid.  

     The macroscopic variables of flow: density, velocity and internal energy are 
defined by the moment of velocity distribution function as follows: 

 i
i

f   , (2) 

 i i
i

u f c    , (3) 

 2 21 1

2 2 i i
i

u e f c    . (4) 

     The local equilibrium distribution function eq
if  is dependent on the 

macroscopic variables and is given by a polynomial of the flow velocity up to 
the third order. The pressure p and the sound velocity cs are given by: 

 
2

3
p e , (5) 

 s

10

9
c e . (6) 

     Eqn (1) is discretized in a finite difference scheme and the time integration is 
evaluated by the second-order Runge-Kutta scheme. The second and third terms 
on the left-hand side of eqn (1) are estimated using a forth-order central 
difference scheme added by a numerical viscosity term. The described LBM 
approach recovers the compressible Navier-Stokes equation. More details of the 
discrete BGK formulation and numerical procedure are referred to [8]. 
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2.2 Numerical models 

A cross section of the axisymmetric computational domain is shown in fig. 1, 
where the radius of tunnel normalizes the dimensions. The train is formed by a 
part of the inner boundary where a body fitted grid is employed. The no-slip 
boundary condition is applied to the train surface and slip boundary condition to 
the tunnel wall. The train travels in the negative x direction where the origin is at 
the centre of the tunnel entrance plane. The thick dotted line indicates the 
boundary of the moving frame being the grid nodes below the line to move with 
the same speed as the train. 
     The computations were made for three different train nose profiles: cone, 
paraboloid, ellipsoid and three different tunnel portals: unflared and two flared. 
The configurations of train nose profiles and tunnel portals are shown in fig. 2. 
The cross section of the train becomes uniform with constant area A0 =  h2 at a 
distance L from the nose of the train. The aspect ratio h/L of the nose is 0.2 for 
all profiles. The blockage A0/A is 0.2 for the paraboloidal and ellipsoidal train, 
and is set to 0.12, 0.16, 0.2 and 0.25 for the conical train, where A is the cross-
sectional area of the tunnel. The train Mach number is fixed to 0.25 for the 
paraboloidal and ellipsoidal train, but is changed to 0.15, 0.2, 0.25, and 0.3 for 
the conical train. The acoustic pressure was calculated at six microphone 
positions located on the tunnel wall (5) and in the outlet space (1). The 
microphone positions on the tunnel wall are x/R = -10, -30, -50, -70 and -90 
where R is the radius of tunnel. The microphone position in the outlet space is at 
a distance r/R = 10 in the direction of 45 degree from the centre of the tunnel 
exit. 

20 

2010020 

Tunnel 

Inlet spaceOutlet space 

 

Figure 1: Cross section of axisymmetric computational domain. 
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Figure 2: Configuration of train nose profiles and tunnel portals. 
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3 Results and discussion 

3.1 Flow field along the train nose 

A train travelling at constant speed pushes aside the stationary air ahead and 
builds up a frozen flow field along the train. No sound wave is produced by the 
steady straight translation of train through a homogeneous environment. But the 
flow pattern changes and pressure waves are generated when the train nose 
sweeps past the variable geometry of the tunnel portal. Fig. 3 shows a variation 
of the flow field along a conical train nose at three relative positions to the tunnel 
portal. The pressure rise contour lines are shown in the left-hand side and the 
velocity vector plots in the right-hand side. Just before the train approaches the 
tunnel portal the air in tunnel starts to flow in the direction of train progression 
and a compressive head wave is observed to propagate as a plane wave with an 
initially small pressure rise fig. 3(a), when the train nose enters halfway into the 
tunnel air starts to flow out of portal fig. 3(b), and after the nose has passed into 
the tunnel and the uniform section of train passes the tunnel entrance plane, most 
of air flows out of the tunnel fig. 3(c). The hydrodynamic pressure is always the 
highest at the stagnation point of nose throughout the train progression. 
 

    
 

    
 

    
 

Figure 3: Flow field along a conical train nose. 

     Spatial distributions of the pressure rise along the tunnel are plotted on a 
frame moving with a speed of sound in fig. 4. The parameters x0 are the x-
coordinates of train nose at each time step. The pressure ahead of the train nose 
gradually increases until the nose has passed into the tunnel. The pressure behind 
the nose section rapidly decreases to the ambient pressure at the tunnel entrance. 
Variations of axial flow velocity u in the axial and radial directions are shown in 
figs. 5 and 6. The air ahead of the nose flows forward to the train, but the air 
behind the nose flows backward toward the tunnel entrance except in the 
boundary layer enveloping the train. The branch is in the middle of nose. 

(a)

(b)

(c)
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Figure 4: Variation of pressure rise along the tunnel. 
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Figure 5: Variation of axial flow velocity along the tunnel. 
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Figure 6: Variation of axial flow velocity across the tunnel. 

x0 = 0 
2

4
6

8

10

12

8
10

6

x0 = 0 2 4 6 8

10

12

174  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



3.2 Initial wave profile at tunnel entrance 

Fig. 7 shows a typical pressure rise waveform observed at a fixed position in 
tunnel (x = -10) and a time–distance diagram for the compression wave 
propagation and the train translation. The pressure at point “a” is same as the 
pressure at x = 0 when the nose passes the tunnel entrance plane. Air in the 
tunnel has been compressed before the train arrives at the entrance. The pressure 
at point “b” is that when the end of nose passes the entrance plane. The pressure 
increases rapidly between “a” and “b” due to the change of the cross-sectional 
area of the train. The head of train passes the fixed point at the time of “c”. The 
gradual increase of pressure between “b” and “c” is attributed to the growth of 
boundary layer on the train surface. The end of nose passes the point at the time 
of “d” and the pressure dives when the middle of nose has passed the point. 
     Howe has developed a formula for the pressure rise across the compression 
wave front based on a linear theory.  The net pressure rise  p across the wave 
front and the maximum pressure gradient are given by: 
 

 
2

0 0
21

U A
p

M A


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
, (7) 
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. (8) 

 
     The formulas are valid for any nose profiles. The pressure rise p/( 0 U2A0/A) 

and the pressure gradient dp/dt/( 0 U3A0/RA) are plotted in fig. 8 against the non-

dimensional retarded position of the train U[t]/R, where [t] is the retarded time t-
x/c0, for train Mach numbers M between 0.15 and 0.3. The pressure rises in the 
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Figure 7: Wave profile observed at a fixed position in the tunnel and diagram 
for compression wave propagation and train translation. 
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Figure 8: Comparison of the pressure rise p/( 0 U2A0/A) and the pressure 

gradient dp/dt/( 0 U3A0/RA) for different Mach numbers M = U/c0. 
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Figure 9: Comparison of the pressure rise p/( 0 U2A0/A) and the pressure 

gradient dp/dt/( 0 U3A0/RA) for different blockages A0/A. 

 
circles are referable to the pressures at “a” and “b” in fig. 7. It is found that the 
compression wave rise time is independent of Mach number, being equal to the 
effective transit time 2R/U of the nose across the entrance plane of the tunnel. 
The pressure rise and the pressure gradient are plotted against U[t]/R for the 
blockages A0/A between 0.1225 and 0.25 in fig. 9. The pressure rise and the 
pressure gradient are essentially independent of blockage except the peak value 
of the pressure gradient. As a whole, these results confirm that the train speed 
and area ratio dependence on the pressure rise and the pressure gradient is 
consistent with the linear theory prediction for the wave initially produced at the 
tunnel entrance. 

b 

a 
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3.3 Comparison of nose profiles and tunnel portals 

According to the linear theory [5], the pressure rise is expressed as a convolution 
product of the source term proportional to TA (s)/ s  and an acoustic Green’s 

function, where TA (s) is the cross-sectional area of the train at distance s from 

the nose. The acoustic Green’s function for the tunnel portal with an infinite 
flange is approximately given by a unit step function so that the initial waveform 
is primarily determined by TA (s)/ s . The area ratio AT/A0 and the rate of area 

change TA / s L/A0 are given for cone, ellipsoid and paraboloid respectively as: 
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 for 0 < s < L. (10) 

 
     A comparison of the pressure rise and the pressure gradients is made for a 
conical,  an ellipsoidal and  a paraboloidal train in fig. 10. The peak values of the 
pressure gradients for the conical and ellipsoidal trains are almost the same, but 
the time of peak for the conical train is later by approximately 8 in non-
dimensional time than the peak of ellipsoidal train. This time lag corresponds to 
the ratio L/U, where L is the length of nose and U is the speed of train. The 
pressure gradient of the paraboloidal train is flat and the value is smaller by 
approximately 30 % than other two trains. 
     Fig. 11 presents the pressure rise and pressure gradients predicted at x/R = -20 
for the ellipsoidal train entering two and four step flared portals, comparing with 
the predictions for the unflared portal. The pressure rises for the flared portals are 
essentially linear with superposed ripples. It can be seen that the flared portal 
prevents the non-linear steepening of compression wave front. 
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Figure 10: Comparison of over-pressure and pressure gradient. 
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Figure 11: Pressure gradients for flared and unflared portals. 
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Figure 12: Variation of pressure gradients along the tunnel (cone). 

3.4 Non-linear steepening in tunnel 

Fig. 12 illustrates variations of the pressure rise and pressure gradients along the 
tunnel for the conical train. The waveform at x/R = -90 is deformed by the 
expansion wave reflected at the open end of tunnel. The peak values increase 
continuously as the distance from the tunnel entrance increases, demonstrating 
the deformation and steepening of the waveform in the tunnel. The non-linear 
deformation of waveform is verified by evaluating the following dimensionless 
form of Burgers equation (Cleveland et al [11]): 
 

 
2
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1P P P
AP

  
  

 
   

, (11) 

where   0,P p p   , p0 is a reference pressure, x x  , x  is the shock 

formation distance,   ,   is the retarded time,   is the Gol’dberg number, 
and A is a coefficient. The LBM waveform at x = -10 is sampled as an initial 
waveform and the waveform evaluated by eqn (11) is compared with the LBM 
waveform at x = -90 in fig. 13. The agreement of both waveforms is excellent. 
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Figure 13: Comparison of LBM and Burgers prediction (cone). 
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Figure 14: Variation of pressure gradient as a function of distance from tunnel 
entrance for train Mach numbers M between 0.15 and 0.3 (cone). 

     The maximum pressure gradient  
max

p t  is plotted in fig. 14 against the 

distance from the tunnel entrance plane for the train Mach numbers between 0.15 
and 0.3. The result confirms that the rate of non-linear steepening depends on the 
initial value of the maximum pressure gradient. 

4 Conclusions 

The FDLBM was applied to the direct numerical simulations of the compression 
wave generated by a high-speed train entering a tunnel and the distortion of wave 
front in the tunnel. Numerical calculations were carried out for axisymmetric 
trains with various nose profiles entering a circular cylindrical tunnel. The 
predicted pressure rise across the compression wave front and the maximum 
pressure gradient near the tunnel entrance are in good agreement with the linear 
theory. The distortion of the compression wave front travelling within an 
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acoustically smooth tunnel is consistent with the time-domain computation of 
one-dimensional Burgers equation. The non-linear steepening was confirmed to 
be dependent on the initial steepness of the wave front, and the tunnel entrance 
with flared portals was shown not only to decrease the initial steepness of the 
compression wave front but also to counteract the effect of non-linear 
steepening. 
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Abstract 

A new approach has been developed for modelling the transport of charge and 
mass through electrolytes. This approach utilizes a dynamically computed 
electric field that contributes to the transport of charged species in much the 
same way a flow field contributes to the transport of mass. Since a 
multidimensional electric field is computed, the effects of this field on redox 
reactions occurring in the electrolyte or at the interface of an electronic and ionic 
conductor can be modelled. Transport of species due to diffusion and convection 
is also considered, and the overall transport system is modelled using a control 
volume technique with a modified Peclet number. Electroneutrality and the 
conservation of species are incorporated into the model. This method produces a 
universal model capable of predicting one, two, or three-dimensional mass and 
charge transport for electrochemical phenomena where macroscopic anodic and 
cathodic couples exist. This model has the potential to simulate forms of 
localized corrosion and energy storage and generation applications such as 
batteries and fuel cells. The theoretical development and validation of this new 
model for a two dimensional case study is presented.  
Keywords:  electrochemistry, modelling, computational fluid dynamics, control 
volume technique, polarization, electric field, electrolyte. 

1 Introduction 

The open literature contains many articles on modelling of charge and mass in 
numerous electrochemical systems. Some examples of these systems include: 
fuel cells, batteries, pitting corrosion, and crevice corrosion. In such systems the 
transport of charged species is usually significantly affected by the electric field. 
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However, the transport of charged species can also affect the electric field, which 
in turn affects the further transport of charged species. In crevice corrosion many 
important phenomena depend upon the electric field caused by the transport (or 
resistance to transport) of charged ions between predominantly anodic and 
cathodic areas. Even the rate of electrochemical reactions occurring at cathodic 
and anodic areas has been shown to be dependent on the electric field [1]. The 
methods presented in this paper represent the development of a multi-
dimensional model that simultaneously considers the dynamic electric field, its 
affect on transport and redox reaction kinetics, and the interaction of these with 
the field. 
     One of the major applications of this model is the simulation of crevice 
corrosion. This model has been developed to simulate crevice corrosion by 
considering not only the crevice, but also the coupled reactions occurring along 
the bold surface, using a single set of equations that spans the whole 
computational domain. However, the application of this multi-dimensional 
model is not limited to localized forms of corrosion. Although not presented 
here, the method outlined in this paper may be applied to model crevice 
corrosion and other electrochemical systems, such as batteries and fuel cells.  

2 Modelling transport and the electric potential field 

The model utilizes the comprehensively developed control volume technique 
described by Patankar [2].  Infinitely dilute solution theory is used as the basis of 
the equation describing the electric field. Two main equations are numerically 
solved for the multi-dimensional transport:  
 

 ( ) iiiiii
i SCDCuz

t
C

+∇=∇−∇−
∂
∂ 2F VΦ , (1) 

and 

 ∑∑∑ ∂
−−∇−=∇

i

i
i

i
ii

i
iii t

C
zSzCDz

κκκ
FFF 22Φ . (2) 

 
     Eqn (1) describes the transport of charged species due to concentration and 
potential gradients. Eqn (2) describes the electric field established due to 
concentration gradients of charged species (diffusion potential), physically 
separated but electrically conserved anodic and cathodic reactions, and 
electroneutrality. These two equations are solved independently. Eqn (1) is 
solved utilizing established techniques [2], and the development of its numerical 
representation is shown in Section 2.1. Eqn (2) is solved using the Alternating-
Direction Implicit Method, although other methods could be used. During the 
numerical solution of eqn (1) a differencing scheme, such as The Upwind 
Scheme, The Hybrid Scheme, or The Power-Law Scheme, utilizes a Peclet 
number [2]. (The Power-Law Scheme was utilized during the numerical 
predictions presented in this paper.) However, since the Peclet number does not 
consider the transport of species due to migration, a new Peclet number is 
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defined. This Peclet number is similar to the Peclet number proposed by Heppner 
[3], but also considers convection, as well as migration and diffusion: 
 

 
( )

i

ii

D
xuz

P
∆−∇

=
VΦF

. (3) 

 
     Similar to eqn (1), the migration term in eqn (3) acts as an amendment to the 
flow field that is specific to the charge and mobility of each species. This does 
not significantly increase the complexity of the numerical solution of eqns (1) or 
(3).  

2.1 Solving the transport equation 

The development of the two-dimensional transport model is shown below. Effort 
has been taken to present this development and associated nomenclature in a 
manner that corresponds to that described by Patankar [2]. This new transport 
model (easily capable of being developed in three dimensions) is particularly 
easy to solve using numerical methods due to the manner in which the flux is 
integrated over each control volume. This integration method maintains the 
expression describing the migration of ions in its simplest form with only two 
variables to be solved for: the concentration of species and gradient of potential. 
The term describing the migration of ions is the first term on the right hand side 
of eqn (4). The flux of each dissolved species under the influence of a potential 
field (assuming infinitely dilute solution theory) can be given as [4]: 
 
 VΦN iiiiiii CCDCuz +∇−∇−= F . (4) 
 
     The subscript, i, indicating an individual species is dropped in the following 
development for clarity. It is, however, assumed that each of the following 
equations in this sub-section can be written for each dissolved species. From eqn 
(4) it can be seen that the flux in the x-dimension and y-dimension can be 
expressed by: 
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and the integration of eqn (4) gives: 
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     Eqn (7) is the equation developed in Patankar [2] for convective-diffusive 
problems. However, in this paper the fluxes in eqn (7) include the migration 
terms expressed by eqns (5) and (6). Thus, the numerical techniques that have 
evolved during the development of the Control Volume method may be utilized 
to solve convective-diffusive problems with electromigration. Eqn (7) is the 
discretized form of eqn (1). The mass flow rates through the faces of a control 
volume are given by: 
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     The migration term in the current development occurs as an amendment to the 
flow field term. The addition of these two terms creates a flow field that does not 
satisfy the volume continuity equation for the case of incompressible flow. This 
is realistic when considering the migration of a single species. However, 
conservation of species due to transport is assured in this model because any flux 
leaving a control volume is the flux entering a neighbouring control volume. 
This is a property of the Control Volume technique. For a flow field that does 
not satisfy the volume continuity equation, eqn (7) can be rearranged to be: 
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where: 

 
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 ( ) [ ][ ]0,sssS FPADa += , (18) 
 
 ( ) [ ][ ]0,wwwW FPADa += , (19) 
and 
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     The calculation of the function, ( )nPA , depends on the differencing scheme 
as indicated earlier in this paper. 

2.2 Development of an equation for the electric potential field 

The following is the development of an equation that describes the electric field 
in the electrolyte. This equation does not include effects very close to the 
electrode surface in the charge double layer. A material balance for a single 
species shows that the change in concentration of a species depends on the 
divergence (due to flux) and production of that species [4]: 
 

 ii
i S

t
C
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∂ N . (21) 

 
     Multiplying eqn (21) by Fiz  gives: 
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     This model is designed to predict concentration profiles that are electrically 
neutral. The electroneutrality assumption has been shown to be a very good 
approximation of reality [4]: 
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 0=∑
i

iiCz . (23) 

 
     Substituting eqn (23) into eqn (22) gives eqn (24). 
 
 ∑∑ =⋅∇

i
ii

i
ii Szz FF N . (24) 

 
     Current in an electrolyte solution is: 
 
 ∑=

i
iiz Ni F . (25) 

 
     Substituting eqn (25) into eqn (24) gives: 
 
 ∑=⋅∇

i
ii SzFi  . (26) 

 
     Eqn (26) implies there is no divergence of electrical current except for the 
transport of charge created by physically separated anodic and cathodic 
reactions. Current density is given by [4]: 
 
 ∑ ∑ ∑+∇−∇−=

i i i
iiiiiiii CzCDzCuz vΦi FFF 22 . (27) 

 
     From eqn (27), the divergence of current is therefore: 
 
 ( ) ∑ ∑+∇⋅∇−∇⋅−∇=⋅∇

i i
iiiii CzCDz vΦi FF κ , (28) 

 
where the conductivity is: 
 
 ∑=

i
iii Cuz 22Fκ . (29) 

 
     The last term of eqn (28) is zero since the system is assumed to be electrically 
neutral. Substituting eqn (26) into eqn (28) and assuming constant conductivity 
and diffusion coefficients over a control volume yields an equation that describes 
the electrical field: 
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2.3 Electroneutrality 

An analogous equation to eqn (1) can be derived as follows; substituting eqn (4) 
into eqn (21) gives: 
 

 ( ) iiiiiii
i SCCDCuz

t
C

++∇−∇−⋅−∇=
∂
∂ VΦF .  (31) 

 
     Using the chain rule to differentiate eqn (31) and rearranging: 
 

 ( ) iiiiiiiii
i CuzSCDCuz

t
C ΦVΦ 22 FF ∇++∇=∇−∇−
∂
∂

. (32) 

 
     Comparison of eqn (32) with eqn (1) shows that there is an additional term on 
the right hand side of eqn (32). The absence of this term in eqn (1) is one of the 
inherent strengths of the model presented in this paper. Numerically, this extra 
term is a species source term dependent on charge density. This previous 
statement is made assuming a more rigorous definition of near-electroneutrality 
for a medium with uniform dielectric constant [4]: 
 

 ∑−=Φ∇
i

iiCz
ε
F2 . (33) 

 
     If eqn (32) was solved using the actual potential field in the system, and no 
errors were introduced during the numerical procedure, conservation of species 
should occur; however, the guarantee of species conservation for all situations 
(assured for the model presented in this paper) is not evident for the numerical 
solution of eqn (32) i.e., when rounding errors occur.  
     There is one disadvantage of the new model. In deriving eqn (30) 
electroneutrality was assumed. However, discretization of eqns (1) and (30) will 
introduce errors in their solution and therefore there is no guarantee of 
electroneutrality. A predicted concentration that differs significantly from 
electroneutrality would be unreasonable. However, if the derivation presented in 
section 2.2 is repeated with all affects on the Laplacian of the electric field 
neglected except for non-electroneutrality (in the current model any non-
electroneutrality would be caused by numerical error): 
 

 ∑ ∂
∂
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i

i
i t

Cz
κ
F2Φ .  (34) 

 
     Therefore, the Laplacian of the electric potential expressed in eqn (34) may be 
thought of as a representation of the numerical error generated over the previous 
time step. Then the Laplacian of the electric potential needed to cause the 
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transport of charge that will eliminate any error (in regards to electroneutrality) 
that has occurred up to the current time step over the next time step is: 
 

 ∑ ∂
−=∇

i

i
i t
C

z
κ
F2Φ . (35) 

 
     Adding eqn (35) to eqn (30) yields eqn (2). Thus, eqn (2) ensures an 
electrically neutral system is predicted. Eqn (2) is also generally not a stiff 
equation, unlike eqn (33), due to the significantly larger value of conductivity 
when compared with the dielectric constant, for most systems. 

2.4 Boundary conditions 

For the numerical solution of eqns (1) and (2) boundary conditions are needed. 
Three situations existing at the boundary have been considered for the simulation 
presented in Section 3: bulk electrolyte, a barrier through which no mass or 
charge is transported, or a barrier through which charge and mass is only 
transported via an electrochemical reaction (i.e. an electroactive surface). For the 
situation that involves bulk electrolyte the boundary condition for eqn (1) may be 
given as 
 
 ACi = , (36) 
and for eqn (2) 
 B=Φ . (37) 
 
     For the situation where a barrier through which no charge or mass is 
transported exists at the boundary, the boundary condition for eqn (1) is 
 

 0=
∂
∂

x
Ci ,      (38) 

and for eqn (2) is 

 0=
∂
∂

x
Φ

.      (39) 

 
     For the situation where an electroactive area is present at the boundary, the 
boundary condition for eqn (1) is eqn (38), and for eqn (2) it is eqn (37). 

3 Validation and discussion 

The model presented in this paper was used to model the moving boundary 
experiment of Fu and Chan [5]. The experiment consisted of a small diameter 
glass tube filled with 0.1 M KNO3. One end of the tube was open to a beaker 
containing a platinum cathode and the other end of the tube was plugged with an 
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Ag anode. Upon application of a 1 mA current silver ions were dissolved into the 
electrolyte and were transported along the glass tube. During this process a 
transition zone was formed between areas containing mostly Ag+ or K+. This 
transition zone, or boundary, was made visible by a small addition of ascorbic 
acid and its progression along the glass tube was measured. Fig. 1 shows this 
experimental data along with the movement of the boundary predicted by the 
current model and an excellent fit is evident. For this simulation 200 nodes in the 
direction of migration and 10 nodes in the radial direction were used along with 
a time step of 0.001 s. The width of a control volume was 0.0002 m in both 
directions. A grid dependency study has been completed. The numerical model is 
stable when simulating using a coarser spatial and temporal grid; however, as the 
grid size is increased the rate of predicted transport also increases. For 
simulations conducted using a finer spatial and temporal grid than the validation 
simulation no change in the rate of transport was evident and the results 
corresponded with the validation results.  
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Figure 1: Experimentally determined and predicted boundary position. 

     The concentration of Ag+, as predicted by the model over two dimensions, 
can be seen in fig. 2. Although significant concentration gradients are only 
established along the length of the tube during the simulation, the validation is 
considered to be successful in two dimensions. This is because the prediction of 
insignificant radial concentration gradients matches experimental observations 
and verifies that errors did not propagate in the radial direction during the 
coupled solution of eqns (1) and (2). In fig. 2 the transition region, where the 
concentration of Ag+ approaches zero, can be seen at approximately 1 cm from  
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Figure 2: Predicted Ag+ concentration after 10 mins. 
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Figure 3: Predicted ion concentrations after 15 mins. 

the silver anode. Also, a region of relatively constant concentration of Ag+ exists 
from approximately 0.5 cm to the start of the transition region at about 0.75 cm 
from the anode. This region of relatively constant concentration expands in 
length at later times; however the concentration of Ag+ in this region is steady at 
approximately 0.09 M. Since the model predicts no significant concentration 
gradients in the radial direction at any time, predicted concentrations can be 
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expressed (at a set time) as a function of distance from the anode (fig. 3). Fig. 3 
shows the predicted concentrations of all species in the electrolyte after 15 mins. 
The boundary between Ag+ and K+ can clearly be established at 1.5 cm from the 
anode. Fig. 3 also shows predicted concentrations that result in electroneutrality 
of the electrolyte and dissolved species.   
     It was found that the numerical solution of this model was relatively 
computationally inexpensive and stable when compared with other electrolyte 
transport models the authors have worked with [1, 6]. A notebook PC equipped 
with a 1.5 GHz Intel Celeron M processor with 504 MB of RAM was able to 
solve the model presented here in approximately ten hours. Since the model is 
relatively computationally inexpensive it is expected that simulations times for 
much more complex systems will be short. This illustrates the usefulness of the 
methods outlined here, and the possible applicability of these methods to the 
transport of charge and mass through many different electrolytes in many 
different industrial settings.  

4 Conclusions 

A new method was presented for modelling the transport of charge and mass 
through electrolytes. This utilizes a control volume technique coupled with the 
predicted electric field. This method was validated against the experimental data 
of Fu and Chan [5] and excellent agreement was found. It is proposed that this 
new method may be useful to simulate a wide variety of electrochemical systems 
where multi-dimensional mass and charge transport is important, due to the 
stability and computational ease of the numerical solution outlined here.   
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Abstract 

The jet formation through the oscillation of a bubble between a couple of parallel 
rigid walls was numerically investigated. The Navier-Stokes and energy 
equations accompanying with the proper constitutive relations were numerically 
solved to predict the flow and thermal conditions inside and outside the bubble. 
The volume of fluid method was incorporated to capture the bubble surface 
applying a piecewise linear interface reconstruction method. For the bubble to 
walls distances less than certain limits, the bubble underwent a necking process 
after reaching to its maximum volume. The necking process led to splitting of 
the bubble and the formation of a couple of round jets toward the walls. The 
velocity of each jet was higher than the velocity of a jet induced through the 
oscillation of a bubble near a single wall. Also it was found that keeping the 
position of one of the walls fixed, the velocity of the jet toward that wall 
increases with increasing the other wall distance from the bubble, up to a certain 
limit. These analyses were performed for several initial inside to outside pressure 
ratios of the bubble. The results can be used for increasing the performance of 
the devices for which the jet induced through the near wall bubble oscillation is 
applied. 
Keywords: oscillating bubble, wall, jet, VOF. 
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1 Introduction 

Bubble dynamics is one of the main subjects in the phenomenological studies of 
cavitation and boiling. Some of the discovered features have seemed to be useful 
for inventing new devices. One of the invented devices is the ink-jet printer. In 
this type of printers, the ink droplets are generated through the collapse of the 
boiling bubbles [1]. Another invented device is a micro-pump that does not use 
any moving element. In this pump, the jet induced through the near wall bubble 
oscillation is applied [2]. It should be reminded that this induced jet that leads to 
the bubble collapse, is the main mechanism of the cavitation damaging effects in 
the turbomachineries and hydraulic structures [3–5]. 
     The jet formation through the near wall bubble oscillation is the subject of the 
present numerical study. To briefly describe the physics of this phenomenon, a 
high-pressure bubble is considered near a rigid wall. The bubble grows 
spherically to reach its maximum volume. During the expansion, the bubble 
potential energy that is related to its gas content, is transferred to the surrounding 
liquid in the form of kinetic energy. The momentum of the outgoing liquid 
however causes the bubble to over-expand. This energy transfer accompanies 
with the pressure decrease inside the bubble and results the deceleration of the 
expansion. At the end of the expansion, the pressure difference between inside 
and outside the bubble has an opposite sign with respect to the start of this 
process and leads to initiation of the compression. The compression is also a 
result of the surface tension. During the compression, the surrounding liquid 
kinetic energy is transferred to the bubble gas content in the form of potential 
energy, but with a lower amount as a result of the viscous damping effects. The 
main effect of the wall is that the surrounding liquid kinetic energy in the regions 
away from the wall is much higher than the region adjacent to the wall. 
Consequently a part of the ingoing liquid penetrates into the bubble as a high 
velocity round jet toward the wall. The jet destroys the bubble spherical shape 
and makes a hole and finally impacts the wall. Sequence of the jet formation 
through the oscillation of a bubble near a wall is shown in Fig. 1. 
 

                

Figure 1: Jet formation through the oscillation of a bubble near a wall. 

     Lauterborn and Bolle [6] carried out several experiments on the near wall 
bubble oscillation and observed the instantaneous bubble shapes using the high-
speed photography. The method for generating the bubble was firing a focused 
short laser pulse. It should be pointed that one of the problems in performing 
such experiments is the lack of possibility to measure the initial pressure inside 
the bubble as well as the equilibrium bubble radius. Consequently, for the 
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numerical simulations one is confronted with making assumptions on the initial 
conditions. 
     In the experiments carried out by Ishida et al. [7] the jet formation through the 
oscillation of a bubble between a couple of parallel walls was investigated. The 
bubble was generated by an electric charge. According to their observations, 
when the distances between the bubble and the walls are less than a certain limit, 
the bubble undergoes a necking process during the compression. The necking 
process leads to splitting of the bubble into a couple of compressing daughter 
bubbles. In turn, a couple of jets toward the walls are induced. They found that 
keeping one of the walls position fixed, the velocity of the jet toward that wall 
increases with increasing the other wall distance from the bubble. 
     The necking process is the result of the fact that the surrounding liquid kinetic 
energy in the regions away from the walls is much higher than the regions 
adjacent to the walls. Consequently a part of the ingoing liquid penetrates into 
the bubble as a plane jet parallel to the walls, leading to necking of the bubble. 
At the moment of the bubble splitting, a stagnation point is created at the 
splitting point. Therefore the plane jet is converted to a couple of round jets 
toward the walls. The round jets intensify the jets induced during the 
compression of the daughter bubbles. Consequently, the jets impact the walls 
with the velocities higher than the velocity of the jet induced through the 
oscillation of a bubble near a single wall. Sequence of the jet formation through 
the oscillation of a bubble between a couple of parallel walls is shown in Fig. 2. 
 

                

Figure 2: The jet formation through the oscillation of a bubble between a 
couple of parallel walls. 

     The numerical studies about the jet formation through the near wall bubble 
oscillation can be divided into two categories. At the first category, the fluid 
flow is assumed to be inviscide and irrotational. To calculate the flow field 
variables, a Laplace equation governing the velocity potential is solved [1]. 
This approach is simple for implementation. But the inviscide fluid assumption 
is no longer acceptable in the small scales [5]. The irrotational flow 
assumption is also incorrect because of the vortical flow structure inside the 
bubble during the jet formation. In the second category, Navier-Stokes 
equations are solved accompanying with the different methods to capture the 
bubble surface [5]. 
     In the present study the second approach is selected to model the jet 
formation through the oscillation of a bubble between a couple of parallel walls. 
The simulations are performed for several initial inside to outside pressure ratios 
of the bubble. One of the walls position is kept fixed and the effects of changing 
the other wall position are investigated. 
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2 Mathematical modelling 

The fluid flow field under consideration contains two immiscible phases with a 
sharp interface across which, no mass transfer occurs. The primary phase is 
compressible air inside the bubble and the secondary phase is incompressible 
water outside the bubble. 

2.1 Interface capturing approaches 

The recent numerical methods developed to precisely capture the sharp interfaces 
between the immiscible fluids on Eulerian grids, can be divided into a couple of 
approaches called the surface approach and the volume approach. 
     In the surface approach, the interface is represented by the marker points. The 
most important advantage of this approach is that the interface remains sharp as 
it is advected across the domain. This results precisely calculation of the 
interface curvature. There are a couple of mostly used methods that can be 
categorized in this approach, including the front tracking method and the level 
set method. In the front tracking method the interface is represented by a set of 
connected massless marker particles and explicitly tracked in a Lagrangian 
manner using the flow field local velocity. By using this method, some 
difficulties arise in modelling the coalescence or break up of the interfaces. In the 
level set method a scalar advection equation is solved for a distance function 
from the interface. The interface is defined as the zero level set of the distance 
function and implicitly captured during its advection across the domain. The 
disadvantage of the level set method is that there is no guaranty for the mass 
conservation during the interface advection [8]. 
     In the volume approach, the immiscible fluids on either sides of the interface 
are marked instead of marking the interface itself. Consequently some special 
techniques are needed to reconstruct the sharp interface. There are a couple of 
mostly used methods that can be categorized in this approach, including the 
marker and cell method (MAC) and the volume of fluid method (VOF). In the 
MAC method the marker particles that are used to mark the fluids, are 
transported in a Lagrangian manner as the interface is advected across the 
domain. The interface is reconstructed using the marker particle density in the 
mixed numerical cells where the marker particles of both of the fluids exist. The 
disadvantage of this method is the computational cost due to the requirement of 
many particles. In the VOF method an indicator function that is the local volume 
fraction of one of the fluids, is used to distinguish between two different fluids. 
The indicator function is locally calculated solving a scalar equation. The 
interface is reconstructed using the indicator function in the mixed cells where its 
values are in the range of zero to one. The disadvantage of this method is the 
difficulties to precisely calculate the interface local curvature [8]. 

2.2 VOF method 

For the present research the VOF method is used to numerically capture the 
bubble surface. In this method an indicator function that is the local volume 
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fraction of one of the fluids, is initialized in each cell. As a result of the fact that 
the fluids are immiscible, each fluid element does not change its material in time. 
Therefore the indicator function satisfies eqn (1) that is called the volume 
fraction equation [9]. In the present study this equation is written in term of the 
volume fraction of water. 

 ( ) ( ) ( ) 0, =+= iiwaterwatertwaterwaterwater v
Dt
D αραρα  (1) 

where ρ  is the density, α  is the volume fraction and v  is the velocity. In this 
paper the equations are written in the tensor form. 
     Solving eqn (1) using the lower order schemes, leads to losing the interface 
sharpness due to the numerical diffusion. Using the higher order schemes is also 
not suitable because they make the solution unstable. Several techniques have 
been proposed to precisely predict a sharp interface using the VOF method. One 
of the accurate techniques is to represent the interface by a piecewise linear 
surface. In this geometrical technique the interface in each cell is represented by 
a plane in 3D or a line in 2D that is perpendicular to the local gradient of the 
volume fraction. At the present study, Young’s method is used to calculate the 
local gradient of the volume fraction. After calculating the orientation of the 
linear surface in each cell, its position can be obtained by knowing the volume 
fractions of both of the fluids. 

2.3 Governing equations 

In the VOF method the fluid flow equations are written in terms of the mixture 
properties to make a single set of the governing equations for both of the fluids. 
The mixture properties can be calculated using eqn  (2) that is written in terms of  

general fluid property ϕ . 

 waterwaterairairmix ϕαϕαϕ +=  (2) 

     Equation (3) is the continuity equation. 

 ( ) ( ) 0, =+ iimixtmix vρρ  (3) 

     Equation (4) is the momentum equation. 

 ( ) ( ) 0,,,
=−−++ jiijjiijmixtjmix Fpvvv τρρ  (4) 

where p  is the pressure, F  is the body force due to the surface tension and τ  
is the viscous stress. Equation (5) is used to calculate the viscous stress tensor. 

 ( )jiijmixij vv += µτ  (5) 

where µ  is the viscosity. 

Advances in Fluid Mechanics VIII  197

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press

a 



     At the present study, the total energy and temperature are treated as mass-
averaged variables. The mass-averaged variables are calculated using eqn (6) 
that is written in term of a general variable Χ  [10]. 

 
waterwaterairair

airwaterwaterairairair

ραρα
ραρα

+
Χ+Χ

=Χ  (6) 

     Equation (7) is the energy equation. 

 ( ) ( )( ) ( )
iimiximixitmix TkpEvE
,,, =++ ρρ  (7) 

where E  is the total energy, T  is the temperature and k  is the thermal 
conductivity. 
     The total energy and temperature fields are related together using eqn (8). 

 ii
mix

mixP vvpTcE
2
1

_ +−=
ρ

 (8) 

where Pc  is the constant pressure specific heat. 
     The ideal gas equation is used to calculate the variable air density. 

2.4 Surface tension 

A continuum surface force model (CSF) is used to take the surface tension 
effects into account [11]. The surface tension is written in term of the pressure 
jump across the interface. The pressure jump is related to the interface curvature 
that is the divergence of the interface unit normal. Applying the divergence 
theorem, the surface tension can be expressed as a volume force. This volume 
force that can be calculated using eqn (9) is added to the momentum equation as 
a source term. 

 ( )waterair

iwatermF
ρρ

καρ
σ

+
=

5.0
,  (9) 

where σ  is the surface tension and κ  is the interface curvature. 

2.5 Numerical schemes 

FLUENT CFD software is used to numerically solve the governing equations 
applying the finite volume method. SIMPLE pressure based algorithm is applied 
to solve the set of governing equations. A first order implicit time integration 
method is used for the temporal discretization. The power law first order scheme 
is used for discretization of the convective terms. 
     According to the axisymmetry of the flow field, the equations are written in a 
cylindrical coordinate system. The line that is perpendicular to the walls and 
passes the bubble center is chosen as the axis of the cylindrical coordinate.  
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Because of the symmetry with respect to this axis, the equations are solved in a 
plane passing the axis. Therefore the solution domain is simply a rectangle. 
     The upper and lower sides of the rectangular solution domain are the walls for 
which, the no-slip boundary condition is imposed. The axis boundary condition 
is imposed on the right side of the domain and a constant static pressure is 
imposed on the left side. The constant static pressure boundary is sufficiently 
away from the axis. Therefore the variable pressure field around the oscillating 
bubble is not affected by the constant pressure boundary. 
     GAMBIT grid generation software is used to generate the two-dimensional 
structured numerical grids. The numbers of the cells used for the different cases 
are in the range of 8500 to 15000. The numerical grids are examined to result 
grid independent solutions. 

3 Problem description 

A bubble with the initial diameter of 1mm is considered between a couple of 
parallel rigid walls that are large in comparison with the bubble size. Therefore 
the flow field is axisymmetric with respect to an axis that is perpendicular to the 
walls and passes the bubble center. For the different cases, the values of 20, 40, 
60, 80 and 100 are assigned for the initial inside to outside pressure ratio of the 
bubble. This parameter is represented by (pin/pout)initial. For each value of 
(pin/pout)initial, the distance from the bubble center to each wall is non-
dimensionalized with the maximum bubble radius. The non-dimensional 
distances from the bubble center to the lower and upper walls are represented by 
γ1 and γ2 respectively. The value of γ1 is kept 1 for all of the cases. The values of 
γ2 are in the range of 1 to 2.5 for the different cases. 
     To find the bubble maximum radius, a free bubble oscillation is simulated for 
each value of (pin/pout)initial. For the initialization of the numerical solution, the 
initial temperature inside the bubble should be calculated. Assuming an 
isentropic process between the initial and equilibrium conditions, eqns (10) and 
(11) can be used: 
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  (11) 

where R  is the bubble radius and k  is a constant value that is 1.4 for the 
present study. 
     Equation (12) is obtained by applying a force balance at the equilibrium 
condition. 

 
mequilibriu

outmequilibriuin R
pp σ2

, =−  (12) 
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     Eliminating pin,equilibrium in relating eqns (10) and (12), the equilibrium bubble 
radius can be obtained for the different values of (pin/pout)initial. Assuming that the 
inside and outside temperatures of the bubble have the same values at the 
equilibrium condition, eqn (11) can be used to find the temperature inside the 
bubble at the initial condition.  
     To indicate the importance of the buoyancy force in analyzing the bubble 
oscillation, a non-dimensional parameter is usually used in the literature. This 
parameter that is represented by ∆ is defined by eqn (13). 

 
Vout

water

pp
gR
−

=∆ max2 ρ
 (13) 

where g is the gravity acceleration and pV is the vapor pressure. The effects of 
the buoyancy force are negligible as long as the value of ∆ is less than 0.3 [12]. 
For the present study the effects of buoyancy force are negligible. 

4 Numerical results 

Figure 3 shows the numerical simulation of a bubble oscillation between a 
couple of parallel walls. The initial inside to outside pressure ratio of the bubble 
is 100 and the non-dimensional distances from the bubble center to both of the 
walls are 1. The necking process, splitting and formation of the round jets toward 
the walls are successfully simulated. The instantaneous bubble shapes are 
qualitatively in good agreement with the experimental observations performed 
by Ishida et al. [7]. The numerical and experimental results cannot be 
 

                

      

Figure 3: Simulation of a bubble oscillation between a couple of parallel 
walls, (pin/pout)initial = 100, γ1,2 = 1. 

                     

Figure 4: Experimental observation of a bubble oscillation between a couple 
of parallel walls, γ1,2 = 1.1, [7]. 
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quantitatively compared, because neither the initial pressure inside the bubble is 
possible to be measured nor the equilibrium bubble radius. 
     Figure 4 shows the experimental observations carried out by Ishida et al. In 
the experiment, the non-dimensional distances of the bubble center to both of the 
walls are 1.1. 
     Figures 5 and 6 show the velocity vector field obtained by the numerical 
simulation of the case for which (pin/pout)initial is 100 and both of γ1 and γ2 are 1. 
Figure 5 demonstrates the creation of a stagnation point at the point of splitting 
and the formation of the round jets toward the walls. Figure 6 shows the velocity 
vector field around one of the daughter bubbles at the moment of the creation of 
a hole by the round jet. 
     Figure 7 shows the bubble shapes at the moment of splitting, obtained by the 
numerical simulation of the different cases. For each value of γ2, the different 
bubble shapes corresponding to the different values of (pin/pout)initial, are shown in 
a single picture. The bigger bubble shapes correspond to the higher values of 
(pin/pout)initial. In this figure the bubble shapes are shown just for the values of γ2 
which are in the range of 1 to 1.5, because the splitting process does not occur 
for the higher values. For the value of γ2 equal to 1.5, the splitting process does 
not occur if the value of (pin/pout)initial is higher than 20. It is also demonstrated 
from fig. 7 that for the higher values of γ2, the upper daughter bubble has the 
smaller sizes, but the size of the lower daughter bubble remains fixed. This 
behaviour is consistent with the other experimental observations carried out by 
Ishida et al. [7]. In that experiment, the value of γ1 is 1.3 and the value of γ2 is 
0.9. The experimental observations are shown in fig. 8. 
 

 

Figure 5: Velocity vector field at the moment of splitting, (pin/pout)initial = 100, 
γ1,2 = 1. 
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Figure 6: Velocity vector field at the moment of the creation of a hole, 
(pin/pout)initial = 100, γ1,2 = 1. 

       
γ2 = 1                                                                      γ2 = 1.1                                                                      γ2 = 1.2 

       
γ2 = 1.3                                                                      γ2 = 1.4                                                                      γ2 = 1.5 

Figure 7: The bubble shapes at the moment of splitting for the different 
cases. 

             

Figure 8: Experimental observation of a bubble oscillation between a couple 
of parallel walls, γ1 = 1.3 and γ2 = 0.9, [7]. 
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γ2 = 1.0                                        γ2 = 1.1                                        γ2 = 1.2                                        γ2 = 1.3 

          
γ2 = 1.4                                        γ2 = 1.5                                        γ2 = 1.6                                        γ2 = 1.7 

          
γ2 = 1.8                                        γ2 = 1.9                                        γ2 = 2.0                                        γ2 = 2.1 

          
γ2 = 2.2                                        γ2 = 2.3                                        γ2 = 2.4                                        γ2 = 2.5 

Figure 9: Bubble shapes at the moment of creation of a hole for the different 
cases. 

     Figure 9 shows the bubble shapes near the lower wall at the moment of 
creation of a hole. The results are obtained by the numerical simulation of the 
different cases. For each value of γ2, the different bubble shapes corresponding to 
the different values of (pin/pout)initial, are shown in a single picture. The bigger 
bubble shapes correspond to the higher values of (pin/pout)initial. It is demonstrated 
from this figure that as the value of γ2 increases, the diameter of the induced 
round jet toward the lower wall decreases. Also for the cases without splitting, 
the bubble near the lower wall has bigger sizes than the cases with splitting. 
     Figure 10 shows the effect of the value of (pin/pout)initial on the jet velocity for 
the cases for which γ2 tends to infinity. The velocities are measured at the 
moment of the creation of a hole. The jet velocity of the case for which the value 
of (pin/pout)initial is 20, is used to non-dimensionalize the velocities of the other 
cases. This figure demonstrates that increasing the value of (pin/pout)initial leads to 
increasing the jet velocity. 
     Figure 11 shows the effect of the values of γ2 and (pin/pout)initial on the jet 
velocity toward the lower wall at the moment of the creation of a hole. For each 
value of (pin/pout)initial, the jet velocities are non-dimensionalized with the jet 
velocity of the case for which γ2 tends to infinity. All of the non-dimensional 
velocities have the values higher than 1. Therefore it is demonstrated from this 
figure that the upper wall increases the jet velocity toward the lower wall. For 
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each value of γ2, the higher values of (pin/pout)initial result the higher increases in 
the jet velocity, because the kinetic energy of the surrounding liquid is higher for 
the higher pressure ratios. For each value of (pin/pout)initial, the jet velocity toward 
the lower wall increases with increasing the value of γ2 up to a certain limit. It 
can be a result of the fact that for the values of γ2 higher than 1, most of the plane 
jet kinetic energy is transferred to the round jet induced toward the lower wall. 
For the value of (pin/pout)initial equal to 20, this limit is 1.6. But for the higher 
values of (pin/pout)initial this limit is 1.5. One of the features of the cases for which 
the value of (pin/pout)initial is 20, is that the splitting process occurs also at the 
value of γ2 equal to 1.5. Therefore it can be concluded that as long as the splitting 
process occurs, the jet velocity toward the lower wall increases with increasing 
the value of γ2. To interpret this result, it can be stated that for the cases without 
the splitting process, the induced plane jet is weak and can not sufficiently 
intensify the induced round jet during the bubble compression. 
 

 

Figure 10: The jet velocity versus the value of (pin/pout)initial at the moment of 
the creation of a hole for the cases for which γ2 tends to infinity. 

 

Figure 11: The jet velocity versus the value of γ2 at the moment of the creation 
of a hole for the different values of (pin/pout)initial. 
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Figure 12: The time of the creation of a hole versus (pin/pout)initial for the cases 
for which γ2 tends to infinity. 

     Figure 12 shows the effect of the value of (pin/pout)initial on the time of the 
creation of a hole, for the cases for which γ2 tends to infinity. In this figure, the 
times are non-dimensionalized with the time of the creation of a hole for the case 
for which the value of (pin/pout)initial is 20. It is demonstrated from this figure that 
for the higher values of (pin/pout)initial the process that leads to the creation of a 
hole takes more time. 
     Figure 13 shows the effects of (pin/pout)initial and γ2 on the time of the 
creation of a hole. For each value of (pin/pout)initial, the times are non-
dimensionalized with the time of the creation of a hole for the case for which 
γ2 tends to infinity. Figure 13 demonstrates that for each value of (pin/pout)initial, 
the process that leads to the creation of a hole takes more time for the lower 
values of γ2. 
 

 

Figure 13: The time of the creation of a hole versus the value of γ2 for the 
different values of (pin/pout)initial. 
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5 Conclusion 

The jet formation through the oscillation of a bubble between a couple of parallel 
walls is numerically simulated using FLUENT CFD software. The volume of fluid 
method is used to capture the bubble surface applying a geometric reconstruction 
method. The simulations are performed for several initial inside to outside pressure 
ratios of the bubble and different distances from the walls to the bubble center. The 
results are qualitatively in good agreement with the experimental observations 
performed by Ishida et al. [7]. It is concluded that the existence of each wall 
increases the velocity of the round jet induced toward the other wall. Keeping the 
position of one of the walls fixed, the velocity of the jet toward that wall increases 
with increasing the other wall distance from the bubble center up to a certain limit. 
For the distances larger than this limit, the bubble splitting does not occur. Also it 
can be concluded that for the smaller distances from the walls to the bubble center, 
the process that leads to the jet formation takes more time. 
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Abstract 

Numerical simulations of a two-dimensional gravitational liquid sheet injected in 
another immiscible fluid are performed. The steady state of the liquid sheet has 
been calculated by solving the two-dimensional Navier-Stokes equations for 
variable density incompressible flows and the interface between the two fluids 
has been determined by using the Volume of Fluids method . The analysis takes 
into account viscous, inertial, gravitational and surface tension forces and 
different regimes of motion are identified according to the values of Reynolds 
and Stokes numbers. Velocity, pressure and shape of the sheet are investigated 
and the results are in well agreement with previous numerical and experimental 
results.  
Keywords: VOF method, liquid jet, die-swell effect. 

1 Introduction 

The numerical simulation of free surface flows represents a very hard challenge 
due to the complex physical phenomena involved in the liquid-gas or liquid-
liquid interface dynamics, such as changes in topology (coalescence, break-up), 
instability, surface tension effects. A variety of engineering applications, 
concerning atomization, drops impact and liquid jets dynamics have motivated 
much research on this topic. 
     In particular, laminar liquid jets injected from a rectangular slot (liquid 
sheets) in an immiscible fluid have been studied extensively in the last years. 
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The qualitative behaviour of a steady liquid sheet is well known. In the absence 
of gravity, at high Reynolds numbers the sheet contracts, whereas at low 
Reynolds numbers due to the sudden change of the boundary conditions on the 
viscous stresses, the sheet expands in the near field (die-swell effect, see 
Georgiou et al. [1]). Other important effects affecting the dynamics of the jet are 
surface tension and gravity. Among several contributions in the literature, two 
accurate references for the numerical simulation of the relevant flow field are 
represented by the works of de Luca and Costa [2] and Richards et al. [3]. In the 
former the numerical simulation of the liquid sheet is addressed by means of the 
so-called orthogonal Boundary-Fitted Coordinate Transformation (BFCT), while 
in the latter a Volume Of Fluids method (VOF) is applied to simulate a round 
liquid jet issuing into another liquid. 
     In the present paper a two-dimensional second order finite difference VOF-
code, named MultiFluids, is developed to investigate the behaviour of a two-
dimensional liquid sheet issuing from a rectangular slot under the influence of 
the gravitational field. The aim of the present paper is to carry out wide spectrum 
numerical simulations concerned with various flow regimes. This application is 
still lacking in the VOF literature. 
     The remainder of this paper is organized as follows. In section 2 we give a 
brief description of the VOF method and we introduce the numerical 
peculiarities of MultiFluids code. In section 3 the liquid sheet problem is set out. 
Finally, in section 4 and 5 we report the results of the numerical simulations and 
some conclusions. 

2 Numerical method 

In this section we describe the method for tracking the interface between two 
fluids in a two-dimensional, nonreacting, incompressible flow. In recent years a 
number of methods have been developed for the solution of problems involving 
the motion of interfaces in multiphase flows. A possible classification of these 
methods is based on the type of grid used. From this point of view the various 
methods for interface simulation can be divided into two great classes. In the 
first class, the interface is treated as a boundary between two sub-domains. This 
approach requires a deformable grid in order to follow the motion of the 
interface. The principal disadvantage in the use of these methods is that the grid 
can undergo a considerable distortion. The second class of methods uses a 
predefined fixed grid that does not move with the interface. In this case, a 
specific advection scheme, able to convect the interface, is employed. These last 
schemes can be divided into explicit and implicit if the interface is explicitly or 
implicitly represented. Among the implicit methods there are the Level Set (LS) 
and VOF methods. The first one, introduced by Osher and Sethian [4], describes 
the interface as the zero level of a continuous scalar field, named level set 
function. This method consists updating the level set function at each time step 
by means of a transport equation. The principal advantage of this method, with 
respect to the VOF method, is that the approximation of the interface is globally 
continuous. Unfortunately, this method does not enforce the mass balance in a 
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natural way. In the VOF method, introduced by Hirt and Nichols [5], the 
interface is represented by means of a Heaviside function, named volume of 
fraction function. In contrast to the LS method, the main advantage of this 
method is that it enforces the mass balance in a natural way, even for a relatively 
coarse grid. Furthermore, as in the LS method, no special treatments are required 
to model the topological changes of the interface or break-up phenomena. 
Unfortunately, this method uses a discontinuous function to describe the 
interface, thus the solution is affected by numerical diffusion and all topological 
information of the interface as, for example, the normal and the curvature, are 
approximated by smoothing the Heaviside function. 
     In the VOF methods, as well as in LS methods, the Navier-Stokes equations 
are used in a “one-fluid formulation” which requires solving only one set of 
equations for two immiscible fluids with different densities and viscosity. In 
order to identify the topology of the interface advected by the velocity field, a 
transport equation for the volume fraction function f is coupled to the Navier-
Stokes equations. This function is used to compute physical properties and local 
curvature of the interface. The equations of motion to be solved are: 
 
 0=⋅∇ V . (1) 
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where Fb is a body force, D  is the symmetric part of the strain tensor and Fs is 
the surface tension force. In eqns. (2), density and viscosity are not constant in 
all physical domain, but their value depends on the volume fraction function: 
 

glgl ffff µµµρρρ )1(,)1( −+=−+= . 
 
where ρl, µl are the density and the viscosity of the liquid phase and ρg, µg are the 
density and the viscosity of the gas phase.   
     In last years many numerical methods have been proposed in order to model 
the effects of surface tension forces Fs in VOF codes. This is an important topic 
since in many free surface flows, such as fluids with high surface tension (or 
with surfactant), flows with convolute interfaces (high curvature) and pendant 
drops, surface tension forces are the dominant forces. The surface tension term in 
the Navier-Stokes equations creates the principal difficulties, since it is a 
singular term. In several implementations of the VOF method these difficulties 
can produce spurious currents and numerical instability (Renardy and 
Renardy [6]). In our code many of the most popular schemes for surface tension 
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modelling have been tested, the numerical simulations here presented have been 
obtained by means of the Continuum Surface Force (CSF) model (Brackbill et 
al. [7]) because of its low computational cost and wide diffusion in many 
commercial and home-made numerical codes. In CSF model, the effects of 
surface tension forces are modelled by means of an explicit term in the Navier-
Stokes equations: 

 

sss nkF δσ= . 
 

where k is the curvature of the interface, δs is the Dirac function, σ is the surface 
tension coefficient and ns the normal unit vector to the interface. The curvature is 
calculated by evaluating the divergence of the normal unit vector to the interface 
and this vector is calculated by implementing finite differences of the volume 
fraction function smoothed with the filter defined in Lafaurie et al. [8]. Thus the 
surface tension effects are implemented in a simple way, by distributing it over 
neighbouring grid points. 
     In MultiFluids code, the Navier-Stokes equations are solved by means of the 
projection method on staggered uniform grid due to Chorin [9]. The special 
features of our code are: it is based on a explicit fourth order Runge-Kutta 
method; a second order lagrangian scheme for the volume fraction equation is 
used (Gueyffier et al. [10]); a CSF method is adopted in order to model the 
surface tension forces. A modified Neumann boundary condition is employed for 
the special treatment of the normal component of the velocity at the outflow 
boundary (Sander et al. [11]). 

3 Problem definition and numerical setup 

A stationary jet of water is ejected vertically in the gravitational field by means 
of a rectangular slot in an environment of quiescent air (figure 1(a)). The slot 
width is 2b, whereas along the z direction the slot is infinite and the flow can be 
considered two-dimensional. The main dimensionless numbers governing the 
motion of the liquid sheet are Reynolds (Re), Stokes (St) and Capillary (Ca) 
numbers: 

σ
µ

µ
ρ

µ
ρ uCa

u
gbStbu l

l

l

l

l === ,4,2Re
2

. 

 
where ρl, µl are the density and the viscosity of the water, u is the mean inflow 
velocity and σ is the surface tension coefficient. 

3.1 Computational domain 

A sketch of computational domain is shown in Figure 1(b). The flow is assumed 
to be symmetric with respect to the slot symmetry plane (x-z plane in figure 
1(a)), so the computational domain is a rectangle bounded by the symmetric 
plane of the slot at its west side, wall at north and open edges at east and south 
sides. The dimensions of the computational domain depends on the slot width. 
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We assume that the dimension, in axial direction, is equal to Lx = 30b; whereas 
in the normal direction it is set to Ly = 10b. Numerical experiments carried out 
on different domain size confirm that these dimensions are sufficient to obtain a 
full-developed flow. The spatial resolution of computational domain was defined 
by a uniform grid spacing of b/10 spatial step.  
 

                
 

 (a)                                                                       (b) 
 

Figure 1: Schematic description of the (a) physical and (b) computational 
domain. 

3.2 Boundary and initial conditions 

Regarding the initial conditions, we use a rectangular form for the initial shape 
of the jet, whereas for the initial velocity conditions a Poiseuille profile is 
employed in the liquid phase and a zero velocity condition is imposed in the 
gaseous phase (quiescent ambient). For what it concerns boundary conditions, a 
Poiseuille velocity profile has been adopted for the inflow, whereas at the west 
edge of the computational domain a symmetry condition has been imposed. The 
treatment of the boundary conditions at east and south edges is more complex. In 
fact, in order to take into account the lateral inflow of the gas due to the typical 
entrainment effect occurring during the spread of the liquid jet, an open 
boundary condition is imposed on east edge of the computational domain. This 
condition consists in homogeneous Neumann conditions for both velocity 
components. At the outflow, in order to suppress numerical difficulties arising 
from the backflow, a modified Neumann boundary condition for the streamwise 
component of the velocity has been applied. The modification is based on the 
idea that if the streamwise component of the velocity, in the last computational 
cell, is positive, then classic homogeneous Neumann boundary condition is 
adopted. On contrary, if this velocity is negative (backflow), a Dirichlet 
boundary condition is adopted and the streamwise component of the velocity is 
set to zero. 

b
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Y 

X
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4 Results 

In this section we present some results obtained by means of MultiFluids code. 
In order to give a better physical interpretation of the results we introduce a 
classification of different regimes of motion for various Reynolds and Stokes 
numbers. All the possible flow regimes are reported in table 1; for example, a 
liquid jet with high Reynolds and Stokes numbers is in Inertial–Gravitational 
regime, whereas a liquid jet, with low Reynolds and Stokes numbers is in 
Viscous regime. Capillary number can be seen as an additional governing 
parameter for each regimes identified in table 1. Note that in the figures, the 
adopted Cartesian coordinate system (x, y) denoting the axial and lateral 
coordinates are made dimensionless with respect to the half slot width. 
 

Table 1:  Classification of different flow regimes. 

 Re << 1 
Creeping 

Re = O(1) Re >> 1 
Inertial 

St << 1 
No gravity 

regime 

 
Viscous 

 
Viscous 
Inertial 

 
Inertial 

 
St = O(1) 

Viscous  
Gravitational 

Viscous 
 Inertial 

Gravitational 

 
Inertial 

 
St >> 1 

Gravitational 
regime 

 
Gravitational 

 
Gravitational 

 
Inertial 

Gravitational 
    

 
 
 

4.1 Vertically falling liquid sheet 

Figure 2 shows the solution during the transient evolutions of the liquid sheet 
without surface tension force at various time step computed at Reynolds number 
equal to 50 and Stokes number equal to 25. Figure 3 refers to the same 
simulation of figure 2 and shows the steady shape of the computed interface 
(continuous line) together with the inviscid, or torricellian, solution (dotted line). 
This simulation refers to Inertia – Gravity regime for which the jet contracts and 
uncovers downstream the torricellian solution. The numerical solution appears 
more slender than the inviscid one in the near field according with literature 
results. Nevertheless, the contraction of the jet in the present simulations appears 
more pronounced than in de Luca and Costa [2]. Figure 4 shows the pressure 
field when the stationary conditions are reached.  
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                                     (a)                      (b)                     (c)           

   
                                     (d)                     (e)                      (f) 

Figure 2: Transient evolution of the liquid sheet with Ca = ∞, Re = 50 and St 
= 25. ∆t = 10-5 s (a) time step 1, (b) 10000, (c) 20000, (d) 30000, (e) 
40000, (f) 50000. 
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Figure 3: Stationary shape of the liquid sheet: (––) Ca = ∞, Re = 50 and 
St = 25; (---) torricellian solution. 
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Figure 4: Pressure field in stationary condition at Ca = ∞, Re = 50 and 
St = 25.  

4.2 No-gravity or low gravity jet swell problem 

A simulation of the jet behaviour in the Viscous – Inertial regime is represented 
in figure 5. In this regime, in the absence of gravity, the jet exhibits a very large 
swelling due to high viscous effects. According to Nickell et al.[12] the 
extrudate swell for this case approaches to 1.19. Figure 6 shows the classic die-
swell phenomenon computed at Re = 2 and St = 1. This simulation refers to the 
Viscous–Inertial–Gravitational regime. In this regime the jet exhibits a 
remarkable swelling only in the entrance region. This behaviour is due to the 
combination of high viscous and low gravity local effects. Subsequently the 
gravitational effects produce a contraction of the jet that approaches the 
torricellian solution (dotted line). The comparison between figures 7(a) and 7(b) 
emphasizes the different behaviour between the jet in the gravitational and in the 
viscous regime and the role of the velocity fields on the deformed shape of the 
curtain. As we can see in figure 7(a), the velocity field causes a contraction of 
the jet in the Inertial regime, whereas in figure 7(b) a remarkable swelling due to 
velocity field is clearly evident.    
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Figure 5: A detail of the liquid sheet at  Ca = ∞, Re = 4 and St = 0. 
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Figure 6: Stationary shape of the liquid sheet: (––)  Ca = ∞, Re = 2 and St = 
1; (---) torricellian solution. 
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                         (a)                                                                        (b) 

Figure 7: Velocity field and stationary shape of the liquid sheet (––) at 
Ca = ∞. (a) Re = 50 and St = 25, (b) Re = 4 and St = 0. 

4.3 Influence of the capillary number 

A comparison of the jet behaviour with and without surface tension effects is 
reported in figure 8. In this figure we can see that the jet without surface tension 
forces (red line) appears more slender than the jet computed in the case including 
the effects of the surface tension force (black line). As a conclusion, the surface 
tension, in inertial gravity regime, tends to reduce the contraction of the sheet.  
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Figure 8: Influence of the capillary number on the stationary shape of the 
liquid sheet at Re = 50 and St = 25: (––) Ca = 10-2; (––) Ca = ∞. 

5 Conclusion 

The stationary free surface flow of a two-dimensional plane liquid jet evolving in 
quiescent air in presence of gravity has been numerically determined by means 
of a VOF code. Inertia, viscous, gravity and surface tension are all included in 
the present model.  
     The results show that at low Stokes numbers (low gravity) the jet expands 
issuing from the slot and, subsequently, it contracts along the streamwise 
direction, whereas, at zero gravity, the jet expands and, if the Reynolds number 
is very low, the contraction is not present. The dynamics of die-swell phenomena 
is recovered. In the gravitational regime, the effect of the gravity is dominant and 
the jet contracts monotonically along the streamwise direction uncovering far 
downstream the inviscid solution. 
     The results are in good agreement with previous numerical simulations. This 
paper constitutes a preliminary step towards the numerical simulation of breakup 
phenomena, whose task is currently in progress.  
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Large eddy simulation of particle laden jet flow
with aerodynamic three-way coupling

A. Jadoon & J. Revstedt
Lund University, Department of Energy Sciences, Sweden

Abstract

A model to incorporate for aerodynamic 3-way (indirect) coupling between mono
dispersed particles is proposed. The model is applied on particle laden jet flow
and the results are compared with 2-way coupling. The particle drag coefficients
are corrected based on the relative position of the particles. The correction fac-
tor is obtained from the pre-computed lookup tables. The particles are tracked by
Lagrangian particle tracking (LPT), whereas the continuous phase is modelled by
Large eddy simulation (LES). Particle mean axial velocity is found to be large in
3-way coupling which results in more particle penetration in the streamwise direc-
tion due to less momentum transfer of the particles to the fluid phase. The fluid
velocity is also observed to be higher in case of 3-way coupling due to high mass
loading which results in reduced axial fluid velocity fluctuations. The void faction
is also found to be higher in 3-way coupling due to particle entrainment and less
interaction with turbulence.
Keywords: LES/LPT, turbulent jet, three-way coupling, drag correction.

1 Introduction

Particle laden jet flows remained an interesting and important topic due to its indus-
trial and engineering applications like pulverized-coal combustors, cyclone sepa-
rators, combustion etc. An important issue often neglected in the moderately dense
flows is the aerodynamic (indirect) interaction between the particles i.e. three-way
coupling. The addition of particles to turbulent flows can change the flow char-
acteristics like turbulent intensities even at very low volume fraction. Therefore
taking the particle interaction into account in such flows still needs to be addressed.

Previously most of the research both experimentally and numerically has been
carried out considering one-way and two-way coupling. Longmire and Eaton [1]
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studied experimentally the dispersion of particles when they interact with turbu-
lent jet dominated with vortex ring structures. They further confirmed that the local
dispersion and concentration of particles are governed by convection due to large
scale structures. Kulick et al. [2] experimentally investigated the gas phase turbu-
lent flows with heavy particles of mass loading up to 80%. The fluid turbulence is
found to be attenuated when particles are added depending on particle relaxation
time to turbulent scale and solid mass loading. Boivin et al. [3] investigated the
feasibility of using Large eddy simulation (LES) when the gas flow turbulence is
modified due to momentum exchange of particles. They conducted a priori tests of
sub-grid scale models by using the results obtained from DNS. He found a good
agreement with DNS data by using dynamic sub-grid models. Jin et al. [4] using
LES predict the particle dispersion patterns when particles with different Stokes
number (based on particle diameter) are injected. Their results are in good agree-
ment with the experimental work.

Regarding the inter-particle interaction, Tanaka and Tsuji [5] simulated the two
phase (gas-solid) flow considering inter-particle collisions. They used the deter-
ministic method to calculate the inter-particle collision where inter-particle col-
lision is described by hard sphere model. They reported that even in dilute con-
ditions (volume fraction (10−4)), the inter-particle collision has large effect on
particle diffusion. Sommerfeld and Zivkovik [6] applied the stochastic collision
model in a dilute phase pneumatic conveying through pipe systems. They also
showed that the effect of inter-particle collision is significant even at low over-
all mass loading for the development of particle concentration profiles. Oesterle
and Petitjean [7] simulated the gas-solid flow to demonstrate the significance of
inter-particle collision in horizontal pipes. The other contribution concluding the
importance of inter-particle collision are Lun and Lui [8], Sakiz and Simonin [9],
Sommerfeld [10]. Sommerfeld [11] also applied the stochastic model of particle
collision to isotropic homogeneous turbulence flow and obtained reliable results.
More recently Yan et al. [12], conducted the Direct numerical simulation (DNS)
of three dimensional two phase jet. The inter-particle collision was described by
deterministic hard-sphere model. The study was only focused on inter-particle col-
lision by neglecting the two-way coupling. They found that occurrence of inter-
particle collision correlates well with local particle concentration, though average
concentration of the particles is lower in the whole field. They also reported that
the relation between the average inter-particle collision number and stokes number
is not a linear but has a local maximum.

In the present studies, only the effect of three-way aerodynamic coupling (indi-
rect collision) in gas-solid flow is accounted by considering the flows in which
number density of the particles is not high enough to have an equilibrium in inter-
action among particles, secondly the inter-particle distance is not large enough
to neglect the particle interaction. However the direct inter-particle collisions are
neglected in this study. It has been shown for particle Reynolds number < 200,
that drag of particle placed in the wake of reference particle is affected even up-to
6dp (dp is the diameter of the particle) distance, Prahl et al. [13]. Prahl et al
[14], Jadoon et al. [15] also found that even for high particle Reynolds number
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i.e. up-to 600, the drag of trailing particle in the wake of reference particle is still
90 percent of the drag of the single particle at 9dp. Hence the particle interaction is
important in dilute flows also. A model is proposed to account the three-way cou-
pling. Salewski and Fuchs [16] applied this drag correction technique to a spray in
cross-flow. They corrected the drag of the particles up to particle Reynolds number
of 200. They found 40% decrease in the average drag of particles in the near-field
(dense) jet due to aerodynamic interaction. However it decreases to 10% at 15DN

(DN is the diameter of the nozzle) downstream. The technique is applied to par-
ticle laden jet flow in order to analyze the effect of the model on velocities of
both discrete and continuous phase, particle dispersion, velocity fluctuations etc.
The current study is the step towards the complete parameterization of the model
which includes the effect of particle size, stokes number, turbulent Reynolds num-
ber and mass loading. The data is available for particles Reynolds number up-to
600, however in the current study the only particle Reynolds numbers up to 200
are achieved.

2 Mathematical models

The continuous phase is modelled by LES whereas the particles are tracked by
Lagrangian particle tracking (LPT)

2.1 Modelling of continuous phase

In LES, the large scales are resolved and small scales are modelled. As large scales
are assumed to be most important ones because of energy and momentum transport
in turbulent flows. The space filtered non-dimensional Navier-Stokes equation for
incompressible flows can be written as:

∂ūi

∂xi
= 0 (1)

∂ūi

∂t
+ ūj

∂ūi

∂xj
= − ∂p̄

∂xi
+

1
Re

(
∂2ūi

∂xj
2
) − ∂τij

∂xj
(2)

Equations (1) and (2) govern the resolved scale motion. The effect of the small
scales are modelled through sub-grid scale (SGS) stresses.

τij = uiuj − ūiūj (3)

In the current study, no explicit SGS model is applied instead the properties of
the numerical scheme are used to achieve the necessary dissipation of energy at
small scales, Rai and Moin [17].
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2.2 Particle equation of motion

Lagrangian particle tracking based on momentum equation for particle is stated as:

m
�dup

dt
= �F (4)

In the above equation, F is the forces acting on the particle and m is its mass.
As the ratio of particle to air density is high i.e. approx 2000, therefore only the
drag and the gravity forces are considered. The equation for the drag force in non-
dimensional form:

FD = −3
4
ρc

ρp

1
d∗p
CD | U∗

r | U∗
r (5)

where ρc and ρp are the densities of continuous (fluid) and dispersed (particle)
phase respectively. d∗p is the non-dimensional diameter of the particle scaled with
the diameter of the nozzle DN and U∗

r is non-dimensional relative velocity scaled
with inlet air velocity Uo. CD is the drag coefficient and the correlation is given by
Schiller and Nauman [18] as:

CD =
24
Rep

, for Rep << 1 (6)

CD =
24
Rep

(1 + 0.15Rep
0.687), for Rep ≤ 1000 (7)

CD = 0.44, for 1000 ≤ Rep ≤ 100000 (8)

Here Rep is the particles Reynolds number and defined as:

Rep =
dp | Vi − ui |

νc
(9)

Similarly the non-dimensional gravity term is as follows:

Fgrav = (1 − ρc

ρp
)

1
Fr2

(10)

where Fr is the Froud number defined as ratio between inertial to gravitational
forces and expressed as Uo/

√
gDN , where g is the acceleration due to gravity.

3 Numerical methods

The numerical scheme used in this current study is based on Olsson and Fuchs
[19]. The Governing equations are discretized on a staggered cartesian grid. Fourth
order central finite difference scheme is used for approximation of the equation
except for convective term. The convective terms are discretized using third order
upwind based schemes Rai and Moin [17]. The governing equations are solved
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using a split solver; explicit and implicit. The momentum equations are integrated
explicitly in time using fourth order Runge-Kutta type method. A Poison equation
is solved for the pressure correction. A multi-grid scheme is used to accelerate the
solution of the Poisson equation.

4 Problem description

In all simulations, a rectangular domain of [8, 14, 8]DN (DN is the diameter of
the nozzle) corresponding to [x, y, z] directions respectively is used. The jet enters
at the center of the x − z plane (x and z being lateral coordinates) and flows in
the y (stream-wise) direction. The four Multi-grid levels with 96, 290 and 96 cells
corresponding to x,y and z directions respectively on the finer level are used. Grid
stretching is used in all three coordinates for high spatial resolution ensuring that
order of accuracy is maintained. At inflow, fluctuations are introduces in the radial
velocities as ±10% of the stream wise velocity and no slip boundary conditions at
walls. At outflow both Neumann convective or non-reflective boundary conditions
are tested and no difference is observed.

4.1 Two-way coupling

In the two-way coupling, the results are validated with the experimental work of
Longmire and Eaton [1]. The jet is forced with a strouhal number St = 0.43.
The jet Reynolds number of 19000 based on jet diameter DN , fluid inlet velocity
Uo and fluid kinematic viscosity is used. The particle mean diameter of 0.00275
and particle to fluid density ratio of 2000 are used. The velocity of the particle is
0.55Uo. The mass loading ratio of 9% is used.

4.2 Three-way coupling

The aerodynamic three-way coupling is introduced by correcting the drag coef-
ficient of the particle depending upon their relative position. The correction is
done up-to particles’ Reynolds number of 200. In order to achieve the particle’s
Reynolds number of 200, the particle velocity is set twice the air velocity at inlet,
diameter of the particle is set to 0.01, mass loading ratio is 1.11 and Reynolds
number based on air velocity and diameter of the jet is 19000. Uniform inflow
conditions are applied in 3-way coupling. The modelling of the aerodynamic three-
way is achieved by using the precomputed drag correction factor f , and the drag
coefficient in equation is then adjusted by this factor. The drag correction factors
are used from the precomputed look up tables [13, 16].

Thus the drag force term after adjusting with correction factor f becomes:

FD = −3
4
ρc

ρp

1
d∗p
CDf | U∗

r | U∗
r (11)
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5 Results

In the result section, all velocities are scaled with the inlet velocity Uo and the
length of the domain are scaled with the diameter of the nozzle DN .

5.1 Validation

The results for two-way coupling are presented in order to validate the code. The
mean properties of the discrete phase i.e. particles are compared with the experi-
mental work of Longmire and Eaton [1]. Fig. 1(a) shows the axial mean velocity
of the particles along the centerline of the jet. The velocity of the particle is under
predicted by 8% in the range of shear layer (≈ 4− 6DN ) where the potential core
ends and the jet starts to spread. A high radial velocity is observed at this point i.e
Y/DN = 4 which results in more spreading of particles compared to experimental
data which explains the decrease in axial velocity at the end of potential core along
the center line Fig. 1(b).

Fig. 1(c), (d) shows the axial velocity along the radius at different axial positions
of Y/DN = 2 and Y/DN = 4 respectively. At Y/DN = 2, the results agree well
with the experimental data but at Y/DN = 4 the velocity is somewhat under pre-
dicted compared to experimental data, which may be due to difference in the inlet
condition of the particle velocity. Longmire and Eaton [1] do not present particle
velocities at the nozzle. Therefore, instead the measured velocities at Y/DN = 0.5
are used as boundary conditions, whereas in the current simulations, the boundary
conditions are set at the nozzle, which of course may be one of the reason for the
discrepancies seen in Fig. 1.

The radial velocities at Y/DN = 2 and 4 are shown in Fig. 1(b). The radial
velocities at Y/DN = 2 is negative for r/DN < 0.35 compared to Longmire and
Eaton [1]. This may be caused by difference in entrainment between the simulation
and the experiment of Longmire and Eaton [1], which in turn caused by geomet-
rical difference. The jet is coming out from a flat surface compared to thin, sharp
edged converging nozzle used in the experiments. The entrainment in the main
flow is only from sides in the present case in contrast to experimental conditions
where the entrainment is both from sides and from the upstream of the nozzle. This
may leads to the negative radial velocity at Y/DN = 2. However, the results are
in good agreement downstream at Y/DN = 4. The particles have higher radial
velocities at r/DN > 0.4 showing more dispersion of the particles. Fig. 1(e), (f)
shows the comparison of standard deviation of the particle axial velocity fluctua-
tions along the radius at Y = 2DN and Y = 4DN downstream.

5.2 Three-way coupling

The results for the three-way coupling are presented in this section. Fig. 2(a) shows
the fluid axial velocity along the centerline of the jet. The fluid velocity is found to
be greater in 3-way coupling compared to 2-way coupling. However the particles
experience less drag in 3-way due to drag correction and therefore less momentum
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Figure 1: Particle axial velocity along the center line of the jet (a) and particle
radial velocity along radius at Y = 2DN and Y = 4DN downstream
(b), Particle axial velocity along the radius of the jet at axial distance
of Y = 2DN (c) and Y = 4DN (d), Standard deviation of the particle
axial velocity fluctuations along the radius of the jet at axial distance of
Y = 2DN (e) and Y = 4DN (f).

of particles is transferred to the fluid phase but on the other hand, greater volume
fraction (mass loading) is found in 3-way coupling compared to 2-way (Fig. 3(a))
and it is well known conclusion that the presence of particles reduces the decay
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Figure 2: Fluid axial velocity (a), particle axial velocity (b), fluid radial velocity
(c) and fluid axial velocity fluctuations (d) along the centerline of the jet.

of centreline air velocity. Therefore average momentum transfer in 3-way is still
higher (due to high mass loading) which results in increase in gas velocity in
3-way.

The effect of less momentum transfer from particles in 3-way coupling can
be seen in the mean particle velocity in Fig. 2(b), the particles penetrate more
in the 3-way coupling compared to 2-way. It can be seen in Fig. 3(a) that the
average number of particle (void fraction) along the center line is also greater in
3-way coupling. This is due to the negative radial velocity attained by the fluid in
3-way coupling Fig. 2(c), therefore particles are entrained towards the center of
the jet. The other reason for high mass loading may be consequence of smaller
lateral diffusion due to less interaction with turbulence for 3way coupling which
results in smaller source terms in the NS equations. Fig. 3(b) shows the particle
Reynolds number along the centerline of the jet for 3-way coupling. The differ-
ence between the particle velocities in 2-way and 3-way coupling is greater in the
region of high particle Reynolds number as the drag correction is more active in
this region. The standard deviation of fluctuations of the mean axial velocity of
the fluid along the center line is shown in Fig. 2(d), the fluctuations are reduced
in 3-way coupling compared to 2way as the average number of particles along the
centerline in greater in 3-way coupling which helps in attenuating the turbulent
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Figure 3: Void fraction (a) and particle Reynolds number (b) along the centerline
of the jet, fluid axial velocity (c) and particle axial velocity (d) at Y =
7.5DN and 12.5DN .

intensity in 3-way case. The radial velocity component is plotted in Fig. 2(c), it
can be seen that the decrease in fluid axial velocity at 7.5DN in Fig. 2(a) is due to
the negative radial velocity gained by the fluid at this point which interferes to the
axial velocity progress. However the radial velocity becomes positive afterwards
and as a result axial velocity also increases again.

The mean axial velocities of both fluid and particles are shown in the Fig. 3(c)
and Fig. 3(d) respectively. The difference in the particle velocities in 2-way and
3-way coupling can be easily observed. However, there is no difference along the
radius of the jet is observed in both 2-way and 3-way coupling. The particles used
in the simulation are heavy and bigger in size with Stokes number > 170. The
particles are merely affected by the continuous phase as they have very little time
to respond to the fluid and tend to keep their initial velocity. However even with
such high stokes number, the difference between the 2-way and 3-way coupling is
obvious.

6 Conclusion

A model based on aerodynamic 3-way coupling is applied to a particle laden jet
flow. The mean particle and fluid velocities are compared with the 2-way coupled
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flow. The results shows difference in mean properties of both particle and fluid
properties when 3-way coupling is applied. Particles penetrate more downstream
in the 3-way coupled flow as the particles experience less drag compared to 2-way
coupled flow. The fluid axial velocity increases whereas the fluctuations decreases
due to high mass loading in 3-way coupling. The average number of particles tend
to increase along the centerline in the 3-way coupled flow. The results gives the
insight to further investigate and parameterize the model by varying the stokes
number, density, Reynolds number etc.
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High quality triangular grid generation for the 
risk analysis of a special lagoon 

B. Tansel 
Istanbul Technical University, Maritime Faculty, Turkey 

Abstract 

Much of the world’s open coasts are formed by estuaries and lagoons which are 
highly important for ecological reasons. Since the rich organic materials are 
carried in by the stream water, a favorable environment gets formed for plankton, 
the other creatures thriving on planktons and the fish feeding on them. On the 
other hand, the water, the reeds and other vegetation, the fish and the organic 
material that has settled provide the birds with an ideal environment. In this 
context, the problems with pollution in lagoon systems are important risk factors 
for the ecological balance. The purpose of the study is to generate a high quality 
computational network for the risk analysis of a special lagoon in order to 
construct a solid foundation for the next step in our study.  A reduction of the 
number of elements is aimed at while the underlying physical domain is 
adequately represented via several grid refinement criteria. Furthermore, 
standardizing the method to be used as the calculation network, and utilizing its 
highly accurate risk predictions for all lagoon systems are also aimed at. 
Keywords:  lagoon  quality, risk analyses, grid generation. 

1 Introduction 

Istanbul, one of the largest and crowded metropolitan cities of Turkey, affects 
coastal fields negatively in terms of city development, as is the case in many 
examples throughout the world. We performed our study for the Tuzla Kamil 
Abdus Lagoon (TKAL) in the Tuzla District of Istanbul. Although the fishery 
and the hosted birds were important ecological elements and also sources of 
income before the 1970's in the region, it was completely dried out in 2001 as a 
result of the relocation of the shipyards in this region (which blocked the natural 
opening of the lagoon), the highway construction, the modified paths of rivers, 
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and various other reasons after 1978.  The lagoon, which is extremely important 
in the environmental ecology and from the socio-economical aspects for Tuzla, 
was rehabilitated and resuscitated by the Municipality of Tuzla and converted 
into a beneficial facility. Some of the studies on predicting the necessary risks, 
which are required for the healthy management of TKAL, were summarized in 
this paper. The purpose of the study related to TKAL is the determination of the 
security risks, the dimension of these risks and the cases where taking a 
precaution is necessary in the lagoon. The results of the performed study are not 
specific to TKAL, but they can be used for all ecologically important lagoons. In 
our paper, studies on the generation of a mesh structure, which is the basic and 
the most important phase in the application of this method, was presented. The 
first phase of the necessary study was completed by obtaining the bathymetry 
information of the lagoon, and the data on the wind properties and the current 
data on the region. The second and the most important stage was to construct the 
mesh structure of the lagoon, which constitutes a basis for the whole analysis. 
Our next study will be the computerized solution of the equations (the Navier-
Stokes equation and its derivations), by making use of digital methods defining 
water mass-movements in computer-based models, and following this, the 
calculation of the fluid free water surface movements and the flow areas will be 
our next goal. The construction of TKAL mesh structure, which constitutes an 
important part of this study and the basic results of the first test-run will be 
presented in our paper. 

2 The triangular grid generation method 

As is known, the coastal areas constitute a rather difficult setup in comparison to 
a rigid body meshing, due their very complex geometries. Particularly, in order 
to perform the risk analysis with various wind and current configurations, it is 
very important to mesh these regions in a correct and meaningful manner. In our 
study the high quality triangular mesh generation program BatTri was used, 
which is a public domain meshing program working under Matlab and developed 
to meet the needs of the ocean modeling researchers [1].  
     The actual grid generation is performed by Triangle while BatTri does pre 
and post processing. The Software’s stronger part is its Delaunay refinement 
algorithm (DRAs) during its triangular grid generation. DRA is a method that is 
used to produce the refined Delaunay triangulation in point sets [2]. According to 
the Delaunay feature, there are peripheral circles for every triangle, and the 
triangles are refined in their peripheral circles with certain restrictions. Indeed, 
BatTri manages the input and output functions with Triangle [1], which performs 
meshing according to optimizing the conditions on element creation. That is to 
say, for grid generation and optimization of produced grids, the main program 
between input and output is the Triangle, which performs re-meshing according 
to BatTri conditions. In Figure 1 a very general algorithm is shown related to the 
BatTri meshing loop.  
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Figure 1: The BatTri Algorithm. 

     There are BatTri mesh optimization functions for refined grids. Some of these 
functions are defined below. 
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     The refinement condition related to  the tide height and the grid dimension in 
as of the Courant-Friedrichs-Levy (CFL) type; and for the maximum element 
area (A), 

 A
R
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2

 or A
R
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2

2

4

3
 (3) 

where g;m/sn2 gravity dimension, t; time step of the model in minutes, R; it's the 
ration tide height of the ebb and the flow to the grid dimension. 
     The refinement condition as in the Pecklet type; if the current speed and 
diffusion area are known, this condition can be applied for the restriction of the 
element area restriction. 
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where Pe; Peclet number, D; diffusion constant, V; speed.  
     All of these optimization conditions are the functions chosen selected for 
converting the triangular element into a more refined form [1]. 

3 TKAL grid generation studies 

Figure 2 shows the TKAL configuration. As is seen, there are three islands and 
channels inside the lagoon. The connection of the lagoon with the sea is provided 
by two openings. 
 

 

Figure 2: The TKAL configuration. 
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     The deeper channels were set to be 2.5 m deeper than the mean sea level and 
the shallows surrounding the channels were configured to be 1.2 m. Openings 
were configured to be 20 m wide and 3.5 m deep. The transition zone between 
the inner lagoon channels and the shallows is defined to be 10 m wide. The 
depths in this area were randomly selected around a straight line connecting the 
endpoints of the transition zone with a slope of 0.8 and an average depth of 1.85 
m, within a standard variation of 0.492 m. The depths of the intermediate grid 
points were calculated using linear interpolation. Considering the small tidal 
range on the order of centimeters (≈ 6 cm) [3], the absence of fresh water input 
and the shallowness of the lagoon, it can be assumed that the dominant forces 
behind the particle exchange with the coastal sea will be caused by the wind 
stress and the wave action. The dominant winds in the region are southwesterly 
and northeasterly. In order to effectively resolve the current field in the lagoon 
and around the lagoon openings where the exchange will occur, two grid 
resolution zones are defined using the 5 m isobath. The landward zone contains 
triangular elements whose areas are always less than 1,000 m2. The open-sea 
zone contains elements whose areas are less than 10,000 m2. The first base of the 
analysis of risk examination is created with the high quality meshing via BatTri. 
On top of this, the deeper channels in the lagoon were marked by nodes that 
were 5 m apart along the 2.5 m isobath. These nodes whose presence is enforced  
 
 

 

Figure 3: The overall view of the model domain grid. 
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in the triangulation assure that the transition zone between the channels and the 
flats is appropriately resolved by a larger number of elements to simulate the 
relatively steeper gradients. Also, the larger elements in the open-sea region 
make sure that the forcing signals are appropriately transferred to the coastal 
zone and the lagoon, while keeping the number of elements low for obvious 
computational reasons. The finite element mesh is shown in Figure 3. 
Bathymetry is shown in Figure 4. The grid consists of 15,347 nodes and 29,287 
triangular elements.  

 

Figure 4: Bathymetric map of the inside and the outside of the lagoon. Scale 
shows depth in meters. 

     Figure 5 shows that the element quality is enforced by a minimum 30º inside 
angle constraint. This condition is met for a majority of the elements in the 
domain, except for the regions where the presence of certain nodes are enforced. 
In these regions, the minimum inside angle may rarely drop down to 25º.  
     Another requirement that the mesh should meet is the CFL (Courant-
Friedrichs-Levy) condition, which directly affects the stability of the calculations 
in the explicit formulations. Assuming equilateral triangles, this can be written as  

A
R

thg





2

2

4

3
 (5) 

     Here, g is the gravitational acceleration, h is the depth of the water, t is the 
time step, A is the element area and R is a constant. The values of R may range 
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between 25 on flat bottoms and 500 on high bathymetry gradients. R = 100 
would be an optimized choice for many situations. Assuming that the maximum 
current velocities in the TKAL model domain are in the vicinity of 0.5 m/sec, the 
time steps on the order of 25 seconds may be needed to meet the CFL condition. 
Figure 6 shows the time steps.  
 

 

Figure 5: The representation of the Lagoon inner mesh structure based  
on the inner angles, refined according to the BatTri program.  

 

Figure 6: The regional time steps determined according to the BatTri. 
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     Figure 7 shows the element quality measure as defined by: 

 2
3

2
2

2
1

34

LLL

A
q




  (6) 

     Here, q is the element quality measure, A is the element area and L1, L2, L3 are 
the element edge lengths. It is usually assumed that the element quality is 
acceptable for all q ≥ 0.6. Please note that in the ideal situation where an element 
is an equilateral triangle, q = 1 since, L1 = L2 = L3. 
 

 

Figure 7: The quality map of the calculation mesh elements. The scale shows 
the element quality measure q. The dark part, represents q=1. 

     The characteristic element length of the grid, as calculated by A2 , where 
A is the element area, ranges from 0.10 m in the lagoon to 153 m in the open-sea, 
with an average of 11.17 m and a standard variation of 16.9 m. 
     A model run with the standardized input performed on the generated grid 
showed no overall qualitative problems in the calculated current fields. For the 
quantitative evaluations, a field work is planned to acquire the current profiles in 
and out of the lagoon for the summer of 2010. Two examples of the resulting 
current vector fields are shown in Figures 8 and 9. The findings demonstrated in 
Figures 8 and 9 were obtained with the calculation network standard inputs by  
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Figure 8: Characteristic example flow vectors obtained as a result of test run 
around the lagoon. 

 

Figure 9: The characteristic example flow vectors obtained as a result of the 
test run for the southern lagoon opening. 
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running in the Cygwin environment using a laptop computer with 3.20 MHz and 
1 GB RAM. A simulation of 24 hours was completed in 51 minutes with a time 
step of 144 seconds. In conclusion, no anomaly connected with the calculation 
network has been observed in the analysis of the calculated velocity vectors. The 
network transfers the signals that belong to the open-sea free-water level and 
wind pressure to the coastal area and the lagoon, and vectors in these areas react 
to these actions. In the phase of real-time modelling, it is estimated that no 
problem in terms of the calculation network will be experienced in order to 
ensure the statistical validity of the findings to be obtained through the 
optimization of input parameters. The current vector maps of test conditions 
were only provided as characteristic examples.   

4 Conclusion 

A base grid on which the hydrodynamic finite element simulations are going to 
be performed has crucial importance on the quality of results. Several factors 
such as the choice of the model time steps (via CFL condition) and the 
dispersion coefficients (via Peclet number) actually depend on the characteristics 
of the grid, combined with the hydrodynamic vector field properties. The 
optimization here is of utmost importance: an excessive number of elements 
should be eliminated while the domain discretization is ensured adequately. In 
this study, a high quality finite element grid is generated for the Tuzla Kamil 
Abdus Lagoon in Istanbul, Turkey using the public domain triangular finite 
element grid generator BatTri. Several important parameters such as the quality 
of the triangular elements and the model time step were examined and 
determined for later simulations. A test simulation performed on the grid showed 
no qualitative problems. 
     Simulations of the lagoon water quality using statistically proven computer 
models is much cheaper than making a number of measurements, and has the 
benefit of examining effects of different input parameters in a quick, easy and 
reliable way. The fast generation of a reliable grid will help in not only normal 
cases but also in emergency situations for quick decision making. 
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Abstract 

The problem of airflow measurement is of interest to Building Services 
Engineers to allow for the effective commissioning and validation of predictive 
procedures.  The velocity distribution in a square section duct (400 mm x 400 
mm) was investigated using a Laser Doppler Anemometer (LDA) to determine 
the velocity distribution and volumetric flow rate in the system, and to compare 
it with CFD and theoretical predictions (for both square and circular sections).  
The procedure has revealed a number of practical issues involved in the 
measurement of such air flows involving an LDA, including boundary flow 
measurement issues, and the consistency of results.  A standard Computational 
Fluid Dynamics (CFD) package was also used to model the same flow regime, 
and agreement was obtained with the LDA results for a range of flow rates.  Of 
particular interest was the detailed distribution of modelled and measured 
velocities across the duct, and the ways in which these compared with the 
commonly assumed one-seventh power law relationship for turbulent flows.  The 
detailed nature of the observations made allowed investigation of the suitability 
of power laws for the circular case, and enabled assessment of whether an 
alternative exponent or method of predicting such flows would be more 
appropriate in air flow modelling.  The study shows the comparison of velocity 
distribution in a square duct and theoretical similarly sized circular duct.  
Keywords:  Laser Doppler Anemometer, LDA, airflow, Computational Fluid 
Dynamics, CFD, log-tchebycheff, one-seventh power law, turbulent flow, 
boundary layer, internal flow. 
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1 Introduction 

The provision of good quality experimental data is essential for calibrating and 
validating mathematical models of airflow. Such models may be used for 
important applications in building services engineering, including airtightness, 
ventilation, air conditioning and refrigeration. Reliable data improves confidence 
in the use of mathematical models (generally Computational Fluid Dynamics, or 
CFD models), and enables design engineers to investigate the effects of 
installing, removing or altering the arrangement of fans, ducts and other 
ventilation devices, without expensive physical testing. A Laser Doppler 
anemometer (LDA) allows the non-intrusive measurement of air velocity. When 
used in a confined environment such as a duct, in which the air velocities are 
reasonably constant over time, measurements at a series of points across the 
section of flow can be integrated to give the volumetric flow rate. In addition, 
such results can provide important information about the variation in velocity 
across the duct, including near the edges (duct surfaces). Care must be taken to 
allow for the variation between instantaneous and time-averaged velocities, due 
to turbulence, by extended measurement. In order to verify the results from the 
LDA, CFD models can be used to picture the flow processes that occur 
throughout the cross section for a range of flow conditions. These models have 
enjoyed considerable exposure in recent years to a wide variety of flow problems 
in a range of engineering disciplines, beyond building services engineering. In 
this study, a LDA (Dantec FlowExplorer BSA F60) was used to observe the 
distribution of velocity in a duct of square cross section, in order to obtain the 
velocity distribution and so deduce volumetric flow rates for a range of airflow 
conditions. Comparisons were made of some of the results with the output of the 
CFD model (FLUENT, ANSYS, v12.0). The aim of the study was to see if the 
results of the CFD model were sufficiently in agreement with measurement to 
allow its use in studies of ducted air flow, supplemented where appropriate by 
the proper use of an LDA.  In addition, the commonly assumed power law 
relationship of the turbulent flow region of a circular duct was considered. 

2 Duct sections investigated 

Airflow through a square duct of cross-section 400 x 400 mm was investigated 
using both LDA and CFD methods. In addition, a circular section was examined 
using CFD only.  The experimental apparatus is shown in Figure 1.  An Air 
Supply Rig provided air to the square duct. The rig consisted of a variable speed 
fan that directed air through an orifice plate, and into a box containing three 
resistance screens beyond which was a square opening. The duct was placed at 
the opening creating a step-change in the cross sectional area into the duct.  In 
order to reduce the effects of jetting, hexagonal mesh sections of 100 mm overall 
length were incorporated to condition the flow at the inlet and outlet of the duct. 
     The LDA was used to measure the velocity profile in the duct, and was 
controlled using a PC interfaced with the LDA as well as with the 3-dimensional 
traverse controller, allowing for accurate and repeatable positional control of the  
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Figure 1: Experimental apparatus. 

LDA probe. The probe was projected into the duct through a clear Perspex 
window to capture precise measurements of airflow without any intrusive 
disruptions.  In order to acquire the experimental LDA data, a traverse of 
individual velocity measurements according to the Log-Tchebycheff rule was 
made [1].  This method creates a profile of measuring points such that the 
average velocity of the internal flow, over the whole cross section, is equal to the 
arithmetic mean of the measured points.  This can then be converted into a 
volumetric flow rate by multiplying by the cross sectional area.  Two flow rates 
were considered during this investigation: a low flow rate (with an average 
velocity of 0.620 m/s) and a high flow rate (5.761 m/s).  This range is typical of 
those found in air supply and extract ducts within buildings. 

3 CFD model  

A CFD calculation is essentially the application of Newton’s Law, with friction, 
to fluid discrete elements. This requires three items to be set; the mesh size, the 
steadiness of the flow and the viscosity model. Firstly, the mesh is specified 
which contains the number of cells.  Each of these cells possesses a value for the 
properties of the fluid at that position (for example, velocity, pressure, or 
temperature).  Broadly speaking, a mesh with a larger number of cells provides a 
more accurate solution.  However, this is also more expensive computationally 
[2] so preliminary tests were performed to find an optimum mesh arrangement 
(and see Section 3.1).  Secondly, to allow the flow profile to develop without the 
aid of simulating the flow conditioners, the duct was modelled to be arbitrarily 
long.  A length of 20m was deemed sufficient; this equates to 50 duct (hydraulic) 
diameters. Thirdly, the turbulence characteristics of the airflow at the outlet and 
inlet were specified.  The characteristics can be defined in a number of ways, one 
of which is to use the turbulence intensity and hydraulic diameter.  The hydraulic 
diameter is defined as shown below (Section 4).  According to [3], the turbulence 
intensity for internal flow can be specified as:  

  81Re16.0 I  (1) 
where ‘I’ is the turbulence intensity and ‘Re’ is the Reynolds Number of the flow 
(see Section 4.1). 
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3.1 Boundary layer 

In preliminary tests, the wall-adjacent boundary layer had been simulated using a 
‘non-equilibrium wall function’.  This involved using a large cell size to capture 
this region. However, the boundary layer is of interest and, as such, the mesh has 
been refined to capture this region in multiple smaller cells.  Instead of using a 
simple wall function, an enhanced wall treatment was used.  This allowed the 
boundary layer behaviour to be captured. However, the problem with this 
approach is the number of cells required and the quality of these cells.  Naturally, 
to make the cells small enough in one dimension to capture sufficient detail in 
the few mm of the boundary layer is at odds with the relatively long cells 
required to model a long duct.  This leads to cells possessing a very large aspect 
ratio, which is undesirable as it could affect convergence and accuracy.  
However, length-wise partitioning of the cells would quickly lead to a model 
containing a huge number of cells. The greater the number of cells, the more 
demanding the model will be in terms of computing power and time. A 
preliminary investigation was performed to deduce a suitable CFD mesh.  This 
had to be fine enough to include the near-wall behaviour where, due to the length 
of the duct, fine meshes at the boundary could easily lead to either long and thin 
cells, or far too many cells. The double-precision solver was activated to help 
deal with cells with high aspect ratio [3]. The k-ε realizable turbulence model 
was used to calculate the solution. 

4 Theory 

4.1 Square and circular duct relationship 

For two ducts to have full similitude, they must have the same geometry and the 
same Reynolds Number, relating inertial to viscous forces.  A square duct and a 
circular duct do not share geometries.  However, to compare the flows the 
Reynolds Numbers could be equated: 

 





 hcc
c

hss
s

DuDu
 ReRe , (2) 

where ‘Res’ and ‘Rec’ are the Reynolds Numbers of the square and circular 
ducts, respectively; ‘ūs’ and ‘ūc’ are the average velocities; and ‘Dhs’ and ‘Dhc’ 
are the hydraulic diameters (see eqn (4)).  At constant atmospheric conditions, 
density, ‘ρ’, and viscosity, ‘μ’, are constant.  Therefore, the above equation 
reduces to a mean velocity, diameter equation: 

 hcchss DuDu  . (3) 

     The hydraulic diameter, used to allow non-circular ducts to be treated as such, 
is given by: 
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where A is the cross sectional area, and P is the contact perimeter (also known as 
the wetted perimeter) of the duct.  Eqn 4 provides the same hydraulic diameter 
for both a square and a circle when the sides of the square are equal to the 
diameter of the circle. For the square duct, this means that approximately 27% 
more air (the difference in areas of a square and a circle), by mass or by volume, 
is required in a square duct than a circular duct for the same amount of 
turbulence.  However, the mean velocity will be the same. 

4.2 Theoretical power law in circular ducts 

For fully turbulent flow in a circular duct, the central region, away from the 
laminar boundary layer and the transitional region at the walls, is said to obey a 
power law [4].  That is: 
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where y is the distance from the wall, r is the distance from the centreline, R is 
the distance between the wall and the axial centreline, and ‘ucl’ is the velocity at 
the axial centreline. The CFD data, at a virtual duct distance such that the flow 
was fully developed, and the theoretical power law fit were compared.  This 
analysis used the standard error, normalised by velocity, and was calculated for 
different values of ‘n’ (see Section 5.3), where n is the denominator of the power 
(see eqn (5)).  For example, n = 7 in the one-seventh power law.  Since the 
power law only applies to the central turbulent region of the flow, the extent of 
the boundary layers must be identified.  In the universal velocity profile [4], the 
boundary layers extend to when the dimensionless wall distance, y+, is 
approximately equal to 30.  Where: 
 

 




1

y  (6) 

where, ‘τω’ is the wall shear stress and ‘υ’ is the dynamic viscosity [4]. 

5 Results 

5.1 LDA - CFD comparison 

The experimental LDA data measurement points were dictated by the 7-by-7 
Log-Tchebycheff profile. The CFD model had a region of symmetry, as shown 
in Figure 2, which contained ten measuring points.  This implies that there are 
equivalent points throughout the cross section.  In order to assess the agreement 
of the LDA data to the CFD data at each point along the duct, the LDA data was 
first converted into the same form consisting of the ten data points.  Each point 
consisted of the mean of the LDA readings at each occurrence of an equivalent 
point.  For example, the four corner-points were averaged to provide the 
converted LDA data for ‘Point 1’. 
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Figure 2: Symmetries and point locations with the CFD model. 

     The normalised standard error for each duct distance was found by comparing 
the corresponding ten points.  However, each contribution was weighted by the 
number of instances of that point (for example, the four ‘Point 1’s and eight 
‘Point 6’s).  This enabled identification of the duct distance at which there was a 
highest agreement between CFD and experimental LDA data. By plotting how 
the normalised standard error changes over the length of the virtual duct, the 
distance at which this value is smallest can be found.  This implies that this 
virtual duct distance has the best agreement with the experimental LDA data.  
The distance was found to be at 2.75 m and 5 m for the low speed and high speed 
tests respectively.  These normalised standard error results shown in Figure 3. 
 

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

0 5 10 15 20

Distance along duct (m)

N
or

m
al

is
ed

 S
ta

nd
ar

d 
Er

ro
r

High Speed Low Speed
 

Figure 3: Normalised standard errors between CFD and LDA data. 
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     The measured flow profiles across the square duct cross sections determined 
by LDA are shown in Figure 4.  The equivalent calculated flow rates using CFD 
are shown in Figure 5.  As can be seen, the CFD data (at the derived duct 
distances) has symmetry, as described above.  In contrast, the experimental data 
is less stable, although, the overall distribution of LDA-measured velocities is 
comparable. 
 

 

Figure 4: LDA results at low (left) and high (right) flow rates. 

 

Figure 5: CFD results at low (left) and high (right) flow rates. 

5.2 Equal Areas - Log-Tchebycheff comparison using CFD 

The CFD inlet velocity is known because it was defined, as a boundary condition 
for the CFD problem initialisation, to match with the experimental data (the low 
speed average velocity of 0.620 m/s and the high speed of 5.761 m/s).  
Furthermore, the velocity at the inlet is uniform across the whole cross-section of 
the duct.  Since the cross-sectional area is known, so is the volumetric flow rate, 
which is a conserved quantity in every cross-sectional plane.  Since the cross-
section is also known and constant, the average velocity is also conserved in 
every cross-sectional plane.  Therefore, if the inlet velocity is taken as the ‘true’ 
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average velocity, then traverse methods can be analysed based upon the CFD 
predictions. Two possible methods for computing the volumetric flow rate in the 
duct are the Equal Areas profile and the Log-Tchebycheff profile.  The former 
simply involves splitting the duct area into ‘equal areas’ and taking a single 
measurement at the centre of each area (in this case, 64 measurement points were 
used).  Using this method could underestimate the effects of the boundary layer, 
where the velocities are considerably lower.  The aim of the Log-Tchebycheff 
profile is to consider the boundary effect by positioning the measuring points to 
give a relatively greater weight to the near-edge velocities. From the CFD data, 
points can be extracted corresponding to the required 49 measuring positions in 
order to emulate each profiling method.  As mentioned previously, the Log-
Tchebycheff profile will give a lower value for the mean velocity than the Equal 
Areas profile due to the consideration of edge effects. 
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Figure 6: The disagreement between the average velocities, calculated by the 
Tchebycheff and equal areas methods, and the actual average 
velocity.  Also shown is the distance along the CFD duct which is 
equivalent to the experimental LDA data. 

     The behaviour of the experimental LDA data can be compared with the CFD 
predictions to find the equivalent distance along the axis of the duct, as described 
above.  At high speeds (when the 5 m CFD cross section corresponds to the LDA 
data), the Equal Areas profile is just over 1% higher than the true value (see 
Figure 6), however the Log-Tchebycheff profile gives a value that is -1.25% 
higher, implying that the Equal Areas profile is actually slightly more accurate in 
this case.  However, at low speeds (when the CFD data at 2.75 m duct distance 
corresponds to LDA data) the Equal Areas profile gives a value that is 2.5% 
higher, whereas the Log-Tchebycheff profile gives a value that is just 0.16% 
higher, which is considered to be very close to the actual value. It seems that the 
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percentage error changes along the duct, approaching a constant value (see 
Figure 6).  This figure also shows that the Tchebycheff method always estimates 
a lower value than the Equal Areas method.  This is expected, see [5] and as 
described above.  

5.3 Theoretical power law 

As mentioned in Section 4.2, a power law can be used to approximate the 
velocity profile in the turbulent region of circular ducts. For the low speed 
simulation, the boundary layer extends to 25.16 mm from the wall (see Section 
4.2).  Therefore, the power law is only applicable outside this range. To find the 
value of n, in eqn (5), which provides the lowest normalised standard error, a 
quartic, polynomial curve was fitted to eleven data points between n = 9.2 and 
n = 10.2.  The minimum of this curve occurred at n = 9.740 with a normalised 
standard error of 0.018.  Table 1 shows the normalised standard error between 
the CFD data and the theoretical power law for varying values of ‘n’. 

Table 1:  Normalised standard errors for high and low speeds at integer 
values of ‘n’ (where ‘n’ is the power denominator in eqn (5)). 

Low Speed High Speed 
n Normalised 

Standard Error 
n Normalised 

Standard Error 
8 0.029 5 0.057 
9 0.020 6 0.021 

10 0.018 7 0.043 
11 0.023 8 0.072 

 
 

     For the high speed simulation, the boundary layer extends to 2.73 mm from 
the wall.  The value of n that provides the lowest normalised standard error, the 
polynomial curve was fitted to eleven data points between n = 5.75 and n = 6.25.  
The minimum of the curve in this case occurred at n = 6.035, with a normalised 
standard error of 0.021 (see Table 1).  Figure 7 shows the normalised data for 
both power laws compared with the corresponding CFD data.  It can be seen that 
the power laws match the velocity profiles of the CFD data in the turbulent flow 
region. 

Table 2:  Flow properties for both flow speeds. 

Air Speed Reynolds Number Best Fit Value of 
‘n’ 

Theoretical 
Average 

Tchebycheff 
Velocity 

Low (0.620 m/s) 15840 9.740 0.635 m/s 
High (5.761 m/s) 146100 6.035 5.627 m/s 
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     The results found in the present investigation seem to be at odds with the 
results of Nikuradse as reported by De Chant [6]. Log-Tchebycheff point 
velocities in a circular duct can be generated using [1] and the above theoretical 
power-law profiles.  At the low speed, the Tchebycheff average velocity is 2.4% 
higher than the actual value, whereas the Tchebycheff average velocity at the 
high speed case is 2.4% lower (see Table 2). 
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Figure 7: The radial CFD data in a circular duct at both high and low flow 
rates with overlaid best-fitted power laws. 

6 Conclusions 

An experimental study of the velocity profiles obtained in a square duct using an 
LDA device has provided velocity profiles for a range of air flow rates that are 
typical of those used within the building services industry. These results 
compared favourably with data obtained from a CFD model. Two methods were 
compared to compute the volumetric flow rate using the velocity profile data 
obtained from the LDA. It was shown that the Log-Tchebycheff method 
provided an improved estimate over the Equal Areas method using fewer 
measurement locations.  This validates the Log-Tchebycheff method as an 
accurate and efficient solution for measurement profiles of ducts of the size 
investigated.  Comparison of the circular duct CFD results with a velocity power 
law relationship revealed a contrast with the value of 1/7 normally used for 
prediction of velocity profiles in such cases.  In this study, powers of 
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approximately 1/6 (low speed) and 1/10 (high speed) were found to be more 
appropriate.  This has implications for the application of the 1/7 power law in the 
prediction of the velocity profiles in circular ducts.  In addition, the use of the 
derived power laws to extract theoretical Log-Tchebycheff velocity values 
produces encouraging results (Section 5.3).  Further work would help develop 
the methods for using the LDA, such as spacing and near-wall reflection and 
combination with CFD modelling, in order that greater confidence can be 
obtained in prediction of the flow data in air ducts of this kind.  This study has 
shown that there is a definite correlation between the experimental, 
computational and theoretical data; the span at low speed is 0.015 m/s and at 
high speed is 0.134 m/s.  Assuming the LDA measurement is the true value, this 
equates to a maximum disagreement of 2.4% above at low speed and 2.4% 
below at high speed.  Deviations from the ideal in level of agreement could be 
attributed to the complex nature of turbulent flow, assumptions used in the 
computational modelling process and possible inadequacies in the experimental 
setup.  However, this work does validate the use of CFD as a tool for predicting 
airflow within ducts of the sizes considered. 
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Abstract 

In this work, flow field features in a vertical axis Savonius wind rotor were 
investigated by means of a specially developed CFD method validated using 
wind tunnel testing data. 
     The Savonius rotor exhibits a strong variation of its angular velocity during 
the rotation. The solution of the second cardinal equation of dynamics is then 
needed to obtain a high-fidelity physical modelling of the device and an accurate 
performance prediction. 
     The proposed methodology is based on the integration between a commercial 
CFD code and custom MatLab routines. The former is used for the flow field 
computations, while the latter are used for the time integration of the second 
cardinal equation of dynamics. Unsteady RANS equations closed with the v2-f 
turbulence model were solved to consider the turbulent flow behaviour.  
     This procedure allows one to numerically evaluate the dimensionless 
parameters used in the performance characterization of wind turbines. Moreover, 
the flow field around the rotor can be evaluated, at every solved angular position 
(with respect to the incoming wind direction), taking into account the effect of 
the angular velocity variations of the rotor. An extended wind tunnel testing 
campaign was conducted on a rotor model in order to validate the computational 
procedure. A very good agreement between experimental and numerical data can 
be observed.   
     The main features of the flow field at different operating points of the rotor 
are presented in this paper. An evaluation of the characteristic of the wake 
behind the rotor obtained by means of a spectral analysis of the velocity 
magnitude signal is reported too. 
Keywords: computational fluid-dynamics, Savonius wind rotor, wind energy. 
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1 Introduction 

Nowadays, vertical axis wind turbines are under the study of several research 
groups because they are very attractive for the integration of wind turbines in 
urban environments.   
     Two main types of vertical axis wind turbines exist: Darrieus rotor and 
Savonius rotor. In the first case, the lift force is responsible for the motion 
whereas in the second case the drag force is the main force which makes the 
turbine to spin.  
     In this study, a detailed numerical analysis of the flow field developing 
around a Savonius wind rotor is presented in order to gain insight into the basic 
mechanisms on which torque release is based. 
Previous numerical studies about Savonius rotor aerodynamic performance are 
available in literature [5–10]. Numerical computations which take into account 
the rotor rotation following two different approaches: locating the rotor in a non-
inertial frame or in an inertial one. In the first case, the solution obtained is 
strictly connected with the angle of attack of the rotor (angle between the cord of 
the rotor and the wind direction). Moreover, Coriolis force effect is completely 
neglected in Eddy-Viscosity Models (EVM) using the transport equation for 
TKE. This is directly related to the scalar nature of the TKE [3].  
     Locating the rotor in a inertial reference frame with constant angular velocity 
a not high-fidelity physical modelling is performed because the Savonius during 
its rotation exhibits a strong variation in angular velocity due to its torque  
release; for this reason in this work an approach based on an inertial frame with 
variable rotor angular velocity was used. RANS equations (closed using 

2 f  turbulence model) were solved in order to obtain accurate information 

about the flow field. The rotor blades were treated as rigid bodies and their 
behaviour was modelled by means of the Second Cardinal Equation of 
Dynamics.  
     An extended wind tunnel testing program was also conducted at the 
Environmental Wind Tunnel of the Polytechnic University of Marche [4]. The 
experimental facilities allowed to evaluate rotor performance expressed by 
means of the dimensionless parameters usually used in the aerodynamics of wind 
turbines [1]. The experimental data were used to validate the developed 
computational methodology. 

2 Mathematical model 

The Savonius rotor analyzed in this work is a split-type as clearly shown in  
Fig. 1 and it has the characteristic angle of the helix fixed to zero. This allows 
one to build a computational 2D domain named Ω.  
     A crucial issue in the analysis of the flow field around the Savonius rotor is 
the treatment of the fluid-solid coupling and its modelling. In this work the 
structure (rotor) was treated as a rigid body while the fluid was modelled as 
incompressible and viscous. 
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Figure 1: Savonius rotor analyzed in this work. 

     The fluid-structure coupling algorithm presented in this paper provides, for 
each time-step, the solution of the fluid-dynamic field (by means of the finite 
volume code FLUENT) and then evaluates the angular velocity of the rotating 
system. These analyses were performed by a numerical algorithm written in 
MatLab language. A flow chart of the algorithm is shown in Fig. 2. 
     The fluid flow induces the motion of the solid body by means of aerodynamic 
interactions. Only the rigid body kinematics was considered; hence the motion of 
the solid is evaluated integrating the second cardinal equation of dynamics for 1-
DOF (Degree of Freedom) rotating system (1) 
 

 ,
ext
G kk

I M   (1) 
 

which is referred to the fixed rotation axis of the system. Torques acting on the 
rotor are the aerodynamic moment Ma and resistant torque Mr. The first is 

expressed per unit of rotor length by (2), in which kn  are the components of the 

outward normal unit vector while the second one can be expressed as a linear 
function of the angular velocity in order to reproduce the experimental 
conditions described in [4].  

  '
3 ,

s

a ij i G i jk kM x x n d 


    (2) 

with 

  ( )ij T i j j i iju u p          (3) 
 

 r kM a   (4) 

     Second cardinal equations of dynamics can be written as: 
 

 '
a rM MI L    (5) 
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where L is the rotor height. The initial condition adopted in solving (5) is given 
by:  

   00   (6) 

     The rotor moment of inertia resulted from a CAD evaluation of the model 
geometry. ω0   was assumed to be 16 rad/s in order to achieve a suitable time-step 
size in the first time-step solved for flow governing equations numerical 
solution.   
     The strategy used in this work in order to solve the fluid-structure interaction 
problem was a SMM (Sliding Mesh Model) approach. Hence, in Ω an inner sub-
domain Κ is defined. 
     K represents a rotating frame around a fixed axis normal to the represented 

plane and passing for the point  ,G Gx y  with radium Rmg (red area represented 

in Fig. 2). 
     In other words, the computational grid is decomposed into two sub-grids, 
where the inner K domain is able to rigidly rotate with respect to the outer one. 
 

 

Figure 2: Flow chart of the computational methodology. 

 

Figure 3: Sketch of the computational model. 
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     The commonly used Fluid-Dynamics conservation laws (i.e. momentum, 
mass and turbulence quantities) must be suitably modified in order to take into 
account the grid motion. At this purpose a mesh motion flux term, related to 
mesh motion velocity ug, was introduced. Hence, the transport equation for a 
generic fluid flow variable   becomes: 

 

       0t d d d sd   
   

             gu - u n n   (7) 

 
the main problem due to the relative motion between the mesh elements of the K 
and {Ω\Κ} domains is related to the fluxes at the boundaries. The adopted 
solution procedure provides an appropriate choice of time-step size (8) obtained 
by fixing the number of nodes that slide in each time-step and knowing the 
distance between two consecutive nodes on the grids interface Δs, the angular 
velocity at the previous time-step solved ω(n-1) and the radius of the rotating 
frame Rmg. In this way there are not overlapped cells at the sliding boundary and 
a conformal grid is assured in every time-step solved. 
 

  
 1

n

n
mg

s N
t

R 

 
 


 (8) 

 
     Moreover, regarding the meshing strategy, inside the Κ domain an 
unstructured triangular mesh having a curvilinear orthogonal refinement near the 
walls (Fig. 3) was adopted, in {Ω F\ Κ} (the white area inside the rectangle) both 
curvilinear and orthogonal structured elements were used. 

 

 

 

Figure 4: Meshing strategy used near the rotor blades. 
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     RANS equations closed with 2 f  model must be, obviously, completed 

with a set of boundary conditions. The imposed boundary conditions are: 
 a fixed inflow velocity at the inflow section (see Fig. 2) ; 
 a zero normal pressure gradient at the inflow section; 
 no-slip at the rotor blades (9); 

 

       s    k Gu x e x x  x  (9) 

 
 Γw is treated as wall in order to reproduce the test chamber of the 

Environmental Wind Tunnel Laboratory of the Polytechnic University 
of Marche and to create a virtual wind tunnel.  

 an outflow physical boundary condition was used at Γout [11]. 
 the turbulent intensity and the hydraulic diameter were fixed on Γin (the 

same values used in the experimental tests were reproduced). 
 At Γin, Γw and on the rotor blades a zero normal gradient condition for 

the turbulent quantities was fixed 
 For the fluid domain the following initial condition was set: 

 

  , 0   \t K   u x 0 x  (10) 

3 Numerical methods 

RANS equations coupled with the turbulence model, were solved by means of a 
second order Finite Volume Method [13]. An extended dissertation about the 
numerical schemes used in the solution of the equations can be found in [2] and 
[3]. The fluid-structure coupling algorithm, presented in this paper, implies that 
the aerodynamic torque is known only from previous time-step. This requires an 
explicit scheme for the time-integration of the second cardinal equation of 
dynamics with a time-step size fixed for mesh conformity reasons, see (9). The 
code able to manage the fluid-structure interaction in this moment provides an 
explicit four stage Runge-Kutta method, a two point and a three point explicit 
Adams-Bashfort schemes. It was showed as an increasing in the scheme order 
produce a better agreement between and experimental data [3]. 

4 Results 

Savonius wind rotor performance, obtained from numerical computations, was 
evaluated for every angular position occupied by the rotor using the parameters 
usually used in Aerodynamics of wind turbines [1]: 

 
21

2

m

M
C

u A R 




 (11) 
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where R is the rotor radius and A is the rotor frontal area. The rotor performance 
is evaluated averaging on the single rotor rotation (12) and (13). 
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     The integrals (14) and (15) were calculated using a second order accurate 
method [3]. In Fig. 4 the effect of the average on the instantaneous tip speed ratio 
is shown. In Fig. 5 the mean power coefficient trend is reported.   
     The Savonius rotor mean performance, at the operating point, was evaluated 
averaging the parameters reported in Figs. 4 and 5 once the asymptotic behaviour 
was reached. The average was performed on the samples number corresponding 
to the steady condition. These data were used for numerical/experimental data 
comparison as reported in Fig. 6 and Fig. 7. 
 
 

 

Figure 5: Instantaneous and averaged tip-speed ratio. 
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Figure 6: Mean power coefficient. 

 
 

 

Figure 7: Comparison between numerical and experimental power. 

 
     Numerical and experimental data are reported in Fig. 6 and Fig. 7. 
Aerodynamic performance, obtained by the numerical simulations, shows a very 
good agreement with experimental data. This allows one to use the 
computational model for a fluid dynamic analysis of a Savonius wind rotor. 
     In all the simulations reported in this paper, the inflow wind velocity has been 
fixed to 9 m/sec and the turbulent intensity at the inflow section was fixed to 
0.2% as in the experimental set-up.  
     In order to gain an insight into the main feature of the flow field developing 
around the Savonius rotor several contours were produced and reported in 
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Figs. 8, 9 and 10. Data related to the rotor with and AOA of about 45 degrees 
respect the incoming wind velocities were reported. TSRs reported are 0.735, 
0.847 and 1.1.This angular position was identified as the position of the rotor 
maximum torque release [3].  
     An increasing of the stagnation region on the returning blade can be observed 
going beyond the unitary tip-speed ratio. The stagnation region on the pressure 
side of the advancing undergoes a shift near the blade tip with the increase of the 
TSR. On the suction side of the advancing blade, the increase of the TSR 
produces a larger size of the depression zone. This feature causes a more 
important contribution of the lift force on the rotor torque release. A separation 
bubble is located on the suction side of the advancing blade; its extension seems 
to be independent by the TSR. The wake zone behind the returning blade is 
clearly more affected by the TSR values. The increase of TSR produces the born 
of complex structures behind the returning blade. 
 
 
 

 

Figure 8: Comparison between numerical and experimental torque curve. 

 
 
     A crucial issue regarding the structural of design of this object is related to the 
vortex shedding frequencies. A PSD analysis of the absolute velocity magnitude 
signal was conducted on a grid of point reported in Fig 11. In the point located at 
(3D, -D) energy peak an in correspondence to the rotation frequency can be 
observed. This feature was found for point (3D, D) too. In this case the energy 
peak related to the blade passage frequency is less pronounced. Moreover, this 
frequency corresponds with the vortex shedding frequency. 
 
 

Advances in Fluid Mechanics VIII  263

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



 
Figure 9: Contour of relative pressure and relative velocity magnitude. 

TSR = 0.735. 
 

 
Figure 10: Contour of relative pressure and relative velocity magnitude. 

TSR = 0.847. 
 

 
Figure 11: Contour of relative pressure and relative velocity magnitude. 

TSR = 1.1. 
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Figure 12: Layout of the points used for PSD calculation. 

 

Figure 13: PSD data for the points showed in Fig. 11. 

5 Conclusions 

An efficient computational producer able to analyze the fluid-dynamic behaviour 
of vertical axis wind turbine was developed. For this purpose an integration 
between custom routines and a commercial code was performed in order to 
obtain a good physical model of the phenomenon. The case study presented is 
related to a Savonius wind rotor. The main features of the flow field developing 
around the rotor were outlined by means of pressure, relative velocity magnitude 
contours, relative velocity streamlines and PSD a velocity signal in the rotor 
wake. 
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by a solitary wave 
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Abstract 

The experimental results on the characteristics of bottom boundary layer flow 
induced by a solitary wave, obtained using high speed particle image 
velocimetry (HSPIV) and particle trajectory techniques, are presented in the 
paper. The particle trajectory technique is particularly used near the bottom 
boundary to visualize the flow field. The velocity distribution in the bottom 
boundary layer is classified into two types from the point of view of similarity 
analysis: one pre-passing and another post-passing of the crest of solitary wave 
across the measuring section. The velocity distribution in the bottom boundary 
layer before the passing of solitary wave-crest was regressed using two 
hyperbolic tangent functions. The free stream velocity u and the boundary layer 
thickness  are found to be the suitable characteristic velocity and length scales 
to obtain the similarity profile. However, other characteristic properties of the 
boundary layer such as displacement thickness, momentum thickness and energy 
thickness were also used in the analysis, but they are proved to be mere multiples 
of boundary layer thickness . On the other hand, to attain the similarity profile 
for the velocity distribution for post-passing of the crest of solitary wave, the 
characteristic velocity scale (u  Um), where Um is the maximum negative 
velocity, and length scale: maximum thickness of reverse flow b0 is used. 
Keywords: bottom boundary flow, solitary waves, flow visualization, high speed 
particle image velocimeter, similarity profile. 
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1 Introduction 

Solitary waves as first observed by Russell [1] can travel over large distances 
and exhibit the property of stable state of motion. They propagate steadily 
without either steepening their wave height or widening their wave length but 
maintaining constant wave length and relative wave height. In addition, they also 
do not loose their energy so much and structure as well. These solitary waves to 
some extent resemble to a tsunami because of shallow water depth, before they 
undergo changes near the shores. Therefore, the solitary waves are often studied 
due to their simple and permanent wave form and also the study of solitary 
waves (or combinations of negative and positive solitary-like waves) help in 
simulating the run-up and shoreward inundation. Keulegan [2] was the pioneer to 
present the effects of viscous damping on solitary waves. Later, Mei [3] used 
perturbation method to obtain the similar results. However, the study of 
Keulegan [2] and Mei [3] mainly concentrate on the estimation of damping rate. 
Recently, Liu and Orfila [4] obtained analytical solutions for viscous boundary 
layer flows under transient long waves, including the damping rates for the 
solitary waves. Further, the perturbation analysis of Liu and Orfila [4] for linear 
boundary layer solution was extended by Liu et al. [5] for fully nonlinear 
boundary layer condition.  
     The objective of the present study is to emphasize mainly on the measurement 
of flow structure within the bottom boundary layer induced by a solitary wave 
using HSPIV and particle trajectory techniques. The particle trajectory technique 
is particularly used to enhance the flow field near the bottom boundary layer.  

2 Experimentation  

2.1 Experimental setup and conditions  

A glass-walled and glass-bottomed wave flume 14 m long, 0.25 m wide and 0.5 
m deep located at the Hydraulics Laboratory of the Department of Civil 
Engineering, National Chung Hsing University, Taiwan was used to conduct the 
experiments. The wave flume was fitted with a piston-type wave maker at one of 
its end, which was driven by a servo motor; while at the other end the wave 
dissipater was fixed to dampen the waves. An electromagnetic clutch installed 
inside the wave maker allowed a rapid start and stop of the wave paddle thereby 
facilitating the generation of the desired solitary waves. The servo motor used to 
trigger the wave paddle made it possible to generate an individual solitary wave 
without followed by any dispersive tail wave train. The validation of generated 
solitary waves is discussed later. However, the generated solitary waves, being 
highly repeatable, were clean enough with certain combinations of wave height 
and water depth.  
     The measuring section was located at 8 m from the wave board and two fields 
of view (FOV) were used for the flow visualization. FOV A located near the 
boundary area has the size of 2 cm  1 cm with 1 cm of its width on either side 
of the measuring section and FOV B with its effective size 12 cm  12 cm 

268  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



 

covering the potential area. Fig. 1 shows the schematic view of the wave flume 
with location of measuring section, two FOV’s and the coordinate system used in 
the study. The origin of the coordinate system is located at the bottom center of 
the FOV A with X measured along the flume bed in the direction of the wave 
motion and Y normal to the flume bed. The time t = 0 indicated the moment 
when the crest of the solitary wave reaches the position X = 0. In all  
experimental runs were taken with the wave height H in the range between 1.1 
cm to 3 cm, water depth h between  cm to 10 cm so that the relative wave 
height ratio H/h is between 0.11 to 0.414. Table 1 furnishes the details of all 
experimental runs. In the present study, the maximum Reynolds number defined 
by (Re)max = Uh/ is about 18,750, where U is the maximum free stream velocity 
at the edge of bottom boundary layer [i.e., (u)max], and  is the kinematic 
viscosity.  
 

 
Figure 1: Schematic view of wave flume showing location of measuring 

section, FOV’s and coordinate system. 

Table 1:  Details of experimental conditions.  

Case 
Wave height 

H 
(cm) 

Water depth 
h 

(cm) h

H
 

Measured wave celerity 
c 

(cm/s) 

A 1.1 10 0.110 108.42 
B 1.1 7 0.157 92.79 

C 1.4 7 0.200 93.44 

D 2.0 8 0.250 100.44 

E 1.9 7 0.271 92.48 

F 3.0 8 0.375 102.28 

G 2.9 7 0.414 96.14 
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2.2 Velocity measurement  

HSPIV system used to measure the velocity field. The laser light sheet spread for 
the flow visualization is made use of in HSPIV. The image recording system was 
a 10 bit Complementary Metal-Oxide (CMO) high speed camera (Phantom 
V5.1) having resolution of 1024  1024 pixel and 1200 Hz maximum framing 
rate (aperture opening rate of 10  4000 s). Velocity fields were determined 
by cross-correlation analysis using commercial software (TSI Insight). The 
interrogation windows of 32  32 pixels with 50% overlap were used in the 
cross-correlation analysis. In parallel to HSPIV system, a fiber laser Doppler 
velocimeter (FLDV) was also used to verify the velocity field measured by 
HSPIV system.  

2.3 Validation of solitary wave generation   

The wavemaker was fitted with high precision servo motor system, which could 
generate a perfect solitary wave nearly without any dispersive tail wave train. 
The generated solitary waves in this study followed the procedure described by 
Goring [6]. Initially, the validation of the solitary wave generation by the 
wavemaker system was carried out for the experimental case D having wave 
height H = 2.0 cm and water depth h = 8 cm. Along with the comparison of free 
surface elevation, the associated wave celerity was also assessed. Fig. 2(a) 
presents the comparison of free surface profile between the generated solitary 
wave and theoretical wave form of  
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Figure 2: Validation of target solitary wave for experimental case D: (a) 
comparison of free surface profile; (b) comparison of wave celerity. 
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where c = wave celerity, can be obtained as )( hHg  . It is interesting to 

observe a good conformity of the generated wave with the theoretical one. 
Fig. 2(b) shows the comparison of the wave celerity. There is a satisfactory 
agreement between the generated waves and the data of Daily and Stephan [7] 
and Lin et al. [8], both exhibiting slightly lower celerity than the theoretical. 

3 Result and discussions 

The images obtained by particle trajectory technique using the high speed digital 
camera in the boundary area of size 2 cm  1 cm (FOV A) with 1 cm width on 
either side of the measuring section for the non-dimensional time -3.0  T  4.0 
are captured. The bottom boundary layer can be distinctly visualized in these 
images. It is supported by the corresponding phase-averaged velocity field 
depicted in Fig. 3 for T = -3.0  4.0. The velocity field looks similar to the free 
stream velocity up to T < 1.00; however, for T  2.00 it is interesting to observe 
the reversal of flow velocity. The velocity distribution after T  2.00 resembles 
that of velocity profile due to wall jet. This indicates the development of 
negative or adverse pressure gradient after passing of the solitary wave at the 
measuring section (T = 0), particularly after T  1.00. The exact non-dimensional 
time T, when the flow reversal occurs and adverse pressure gradient develops at 
the measuring section can be viewed by Fig. 4, which illustrates the velocity 
field in potential area at the measuring section for -5.0  T  5.0 for experimental 
case D. From Fig. 4, the occurrence of flow reversal can be found to be at T = 
1.60 at location very close to the boundary. However, the zone of flow reversal 
increases with the passage of solitary wave (for T  1.60) as seen from Fig. 4. 
The vertical position of center of flow reversal near the boundary is found to be 
within Y/h < 0.025. Fig. 4 also depicts another horizontal scale 5.0  X/h  -5.0 
corresponding to the same velocity field. However, the values of X/h are 
obtained by parametric transformation using the theoretical wave form (Eq. (1)). 
Using this X/h scale, it could be seen that the position where the flow reversal 
occurs is at X/h = -2.00.   
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Figure 3: HSPIV velocity vectors measured near and in the boundary area for 
case D at non-dimensional time T: (a) 3.0; (b) 2.0; (c) 1.0; (d) 
0.0; (e) 1.0; (f) 2.0; (g) 3.0; (h) 4.0. 
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Figure 4: Velocity field obtained at measuring section near and in the 
boundary area for case D at -5.0  T  5.0. 

     By obtaining the non-dimensional time T and position X/h of occurrence of 
adverse pressure gradient (flow reversal) for different experimental cases, their 
variation is plotted as shown in Fig. 5. Fig. 5(a) presents the variation of non-
dimensional time T of occurrence of adverse pressure gradient with the relative 
height H/h. It shows a linear relationship between non-dimensional time T and 
relative height H/h, depicting the decrease in T with increase in relative height 
H/h following Eq. (2). On the other hand, the variation between the position X/h 
of occurrence of adverse pressure gradient with relative height H/h is plotted in 
Fig. 5(b). Fig. 5(b) indicates the increase in X/h with increase in relative height 
H/h following Eq. (3).  
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     The distribution of horizontal velocity u measured by HSPIV at the 
measuring section for the experimental case D with non-dimensional -5.0  T  
5.0 at every T = 0.5 are presented in Fig. 6. The movement of solitary wave at 
the measuring section is illustrated in Fig. 6(a) showing various T (= 0.5) at 
points numbered 1 to 21. The horizontal velocity profiles for pre-passing of the 
solitary wave (-5.0  T  0.0) at the measuring section are shown in Fig. 6(b) as 
indicated by number 1 – 11 and for post-passing of the solitary wave (0.0  T  
5.0) in Fig. 6(c) with number 11 – 21. It is interesting to observe that the 
horizontal velocity profiles follow certain specific trends for each of the case of 
pre-passing and post-passing of solitary wave. Hence, they are grouped into two 
classes, which would help in attaining the similarity profiles.  
     From horizontal velocity profiles shown in Fig. 6(b) before passing of the 
solitary wave (T  0.0) at the measuring section, it can be seen that they follow a 
particular trend of increasing horizontal velocity u and then reaching a uniform 
distribution representing the free stream velocity after certain value of Y. The 
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position Y corresponding to the location of free stream velocity u = u depends 
on T. However, the distance Y increases with increase in T approximately from Y 
= 0.1 cm (at T = -5.00) to 0.25 cm (at T = 0). The corresponding value of free 
stream velocity are u = 1.2 cm/s at T = -5.00 to u = 20 cm/s at T = 0. That is 
the free stream velocity u increases with the approach of solitary wave towards 
the test section and reaches its maximum value (u)max. This can be evidenced 
from Fig. 6(b) in which the free stream velocity at non-dimensional time T, u(T) 
increases as T increases from -5.0 to 0.0.  
     The profiles of horizontal velocity u after passing of the solitary wave (T  
0.0) are shown in Fig. 6(c). After passing of the solitary wave (T  0.0), the 
profiles of horizontal velocity u continue to exhibit the same trend as those of 
pre-passing of solitary wave (T  0.0). However, the free stream velocity u 
starts decreasing with increase in T (0.0  2.0). After T  2.0, the profiles of 
horizontal velocity u depict the flow reversal within the zone close to the 
boundary. In this zone, the horizontal velocity u increases in the negative 
direction reaching its maximum negative value Um and then decreases to become 
positive and increases towards the top to reach free stream velocity u. It is 
pertinent to mention that the free stream velocity at non-dimensional time T, 
u(T) continues to decrease with T and reaches its minimum value (u)min. The 
characteristic nature of the velocity distribution is similar to that of the case of 
wall jet. The thickness of this zone where the velocity reversal occurs, the 
location of maximum negative value Um from the boundary and the magnitude of 
Um depend on the non-dimensional time T. 
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Figure 5: (a) Dependency of non-dimensional time T of occurrence of 
adverse pressure gradient on the relative height H/h; 
(b) dependency of non-dimensional position X/h of adverse 
pressure gradient on the relative height H/h. 
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     The nonlinear regression analysis was performed for the measured velocity 
profiles to obtain the equation for the horizontal velocity u distributions. The 
distribution of the horizontal velocity u in the boundary layer was classified into 
two types as mentioned in the previous section: one for the pre-passing of the 
solitary wave (T  0.0) and another for post-passing of the solitary wave (T  
0.0) at the section.   
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Figure 6: (a) Solitary wave showing the measuring instants of horizontal 
velocity; (b) horizontal velocity u profiles at measuring section for 
pre-passing of solitary wave (T  0.0); (c) horizontal velocity u 
profiles at measuring section for post-passing of solitary wave (T  
0.0), for case D. 

     By observing the velocity profiles shown in Fig. 6(b), the characteristic nature 
of velocity profile is sketched as illustrated in Fig. 7(a). The horizontal velocity u 
increases in the boundary layer and reaches free stream velocity u at the end of 
boundary layer. To obtain the velocity distribution for the horizontal velocity u 
for the pre-passing of the solitary wave (T  0.0), three types of nonlinear 
regression equations having two hyperbolic tangent functions (Eq. (4)) were 
attempted.  

   )tanh(tanh)( 3321 CCYCCYu   (4a) 

   )tanh(tanh)( 8
2

76
2

54 CYCCYCCYu   (4b) 

     14131211109 tanhtanh)( CCYCCYCCYu   (4c) 

where C1 to C14 are constants. Amongst these three equations, Eq. (4c) is found 
to be the most appropriate one to fit all the measured velocity profiles before 
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passing of the solitary wave (T  0.0). Hence, Eq. (4c) is considered as 
the suitable velocity distribution for the horizontal velocity u for pre-passing of 
the solitary wave having R2 value of fitting as 0.993. Fig. 6 (b) also demonstrates 
the satisfactory fitting of the velocity profiles obtained by Eq. (4c) to the 
experimental data.  

 

Figure 7: Schematic diagram illustrating characteristic profiles of horizontal 
velocity: (a) for pre-passing of solitary wave (T  0.0); (b) for post-
passing of solitary wave (T  0.0). 

     On the other hand, for post-passing of solitary wave (T  0.0) at the section, 
the velocity profiles gradually change their trend as a result of flow reversal that 
occurs near the boundary for T exceeding nearly 1.60 (depends on the 
experimental case). From Fig. 6(c) for experimental case D, it can be evidenced 
that the horizontal velocity profile at T = 2.00 shows the distinct reversal of flow. 
After T  2.00, all profiles follow the same trend. However, as T increases the 
maximum negative value Um increases, while the free stream velocity at non-
dimensional time T, u(T) decreases. The value of Um reaches its maximum 
value corresponding to non-dimensional time T = 5.00 and correspondingly, the 
free stream velocity reaches its minimum value (u)min. The details are illustrated 
in Fig. 6(c). Following this nature of velocity profile, the definition sketch 
illustrating the characteristic of the horizontal velocity after passing of solitary 
wave at the test section is drawn as shown in Fig. 7(b). In Fig. 7(b), bm represents 
the height of the maximum negative velocity, bh represents half-velocity-deficit 
[where u = (u - Um)/2] and b0 represents maximum thickness of reverse flow. 
To match this specific nature of horizontal velocity, the nonlinear equation 
consisting of a hyperbolic tangent function and a cosine function of the form 
Eq. (5) is selected to attain the velocity distribution. It is very interesting to 
mention that it fits very well for the horizontal velocity u profiles after passing of 
the solitary wave with its R2 value 0.95.  

   15711615 tanh)( CCYCCYu     201918cos CCYC   (5) 

where C15 to C20 are constants. The fitting of the velocity profiles to the 
experimental data are represented in Fig. 6(c). By observing the similar trend of 
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velocity profiles before passing of the solitary wave (T  0.0) at the section 
presented in Fig. 6(b), the fitting of the similarity profile for the horizontal 
velocity u distribution was thought of. To decide on the length scale for 
obtaining the similarity profile, four length scales corresponding to boundary 
layer theory, such as boundary layer thickness , displacement thickness *, 
momentum thickness  and energy thickness e were considered. On the other 
hand, the free stream velocity u at the edge of bottom boundary layer is used as 
characteristic velocity. Fig. 8 show the similarity profile for the horizontal 
velocity u considering boundary layer thickness . The corresponding regression 
equation is expressed as in Eq. (6).  
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     By observing the similarity profile and considering various conditions, the 
authors found that the boundary layer thickness  and the free stream velocity u 
are the appropriate characteristic length and velocity scales for defining the 
similarity profile for the horizontal velocity u before passing of the solitary wave 
(T  0.0) at the section.  
     Similarly, to obtain the similarity profile for the horizontal velocity u after 
passing of the solitary wave (T  0.0), three length scales such as height of the 
maximum negative velocity bm, half-velocity-defect bh and maximum thickness 
of reverse flow b0 were considered. Along with these, the velocity defect (u – 
Um) is used as the velocity scale. However, it is important to mention that the 
velocity profiles those depict the flow reversal were considered in obtaining the 
similarity profile. Out of the three length scales attempted, the maximum 
thickness of reverse flow b0 was found to give good result with the respective R2 
value being 0.998. The similarity profile is defined by Eq. (7).  
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     Fig. 9 presents the similarity profile for the horizontal velocity u for post-
passing of the solitary wave (T  0.0) with respective length scale as maximum 
thickness of reverse flow b0 and (u – Um) as the velocity scale. Both the 
similarity profiles shown depict the promising self-preservation, except slight 
variation in R2 value. However, as the horizontal velocity profiles are 
comparable with those of the case of a wall jet, the flow phenomenon within 
boundary layer after passing of the solitary wave (with velocity profiles 
depicting the flow reversal) could be related to wall jets. With this point of view, 
the maximum thickness of reverse flow b0 is considered as the most suitable 
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length scale. Hence, Eq. (7) is considered as the ideal similarity profile for post-
passing of solitary wave (T  0.0) with the velocity defect (u – Um) and the 
thickness of maximum reverse flow b0 as the characteristic velocity and length 
scales. 

    
Figure 8: Similarity profile for horizontal velocity u for pre-passing of 

solitary wave (T  0.0) with the length scale using boundary layer 
thickness . 

 

Figure 9: Similarity profile for horizontal velocity u for post-passing of 
solitary wave (T  0.0) with length scale using maximum thickness 
of reverse flow b0. 
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4 Conclusions 

The characteristics of bottom boundary layer flow induced by a solitary wave are 
investigated using high speed particle image velocimetry (HSPIV) and particle 
trajectory techniques. The important results are summarized as follows:  

1. Based on the nature of horizontal velocity profiles in the bottom boundary 
layer, the velocity distribution is classified into two types: one for pre-passing 
and another for post-passing of the crest of solitary wave across the 
measuring section.  

2. Two hyperbolic tangent functions were used in nonlinear regression analysis 
to fit the anticipated velocity distribution to the measured horizontal velocity 
profiles in the bottom boundary layer before passing the crest of solitary 
wave. Further, to obtain the similarity profile for the velocity distribution, 
various characteristics properties of the boundary layer such as boundary 
layer thickness, displacement thickness, momentum thickness and energy 
thickness were considered as length scales in the analysis along with the free 
stream velocity u as velocity scale. However, the boundary layer thickness  
and the free stream velocity u are found to be the appropriate characteristic 
length and velocity scales to obtain the similarity profile. Other length scales 
(displacement thickness, momentum thickness and energy thickness) proved 
to be simple multiple of boundary layer thickness.  

3. On the other hand, for post-passing of the crest of solitary wave, the velocity 
profile is fitted using both hyperbolic tangent and cosine functions in the 
nonlinear regression analysis. In addition, the height of maximum negative 
velocity bm, maximum thickness of reverse flow b0 and half-velocity-defect bh 
were considered as length scales along with velocity deficit (u  Um) as the 
velocity scale, in attaining the similarity profile. Amongst the three length 
scales, the maximum thickness reverse flow b0 and half-velocity-deficit bh are 
found to be suitable. Considering the flow phenomena after passing of the 
solitary wave following the trend of wall jets, the maximum reverse flow 
layer thickness b0 is considered as the appropriate length scale. Hence, the 
similarity profile is obtained using b0 and (u  Um) as the characteristic 
length and velocity scales.   
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Abstract 

Combustion of liquid fuel generally is going on in the sprayed form. The 
combustion effectiveness is influenced by the evaporation rate of droplets, which 
determine heat and mass transfer intensity between droplets and the gas and 
peculiarities of combined heat spread in warming semitransparent droplets.  
Modeling of complex heat transfer raises the assessment problem of the potential 
liquid instability within droplets.  Free liquid circulation in warming liquid 
droplets can occur under the influence of Archimedes forces and forced 
circulation inside them can be forced by sliding gas friction forces acting on the 
droplet surface.  Under the influence of these forces, droplets liquid starts to flow 
on its surface and emerged vortices pass into the interior layers of the droplets. 
Hydrodynamic regime of the liquid droplets determines the solution 
methodology of the inner “droplet” problem.  A combined analytical and 
numerical method of investigation is applied. A system of parabolic type second 
order integral-differential equations describing complex heat transfer in the 
droplet by conduction and radiation is transformed into an infinite series of 
integral equations. Securing balance of energy fluxes in the droplet with 
confidence of one hundredth of percent and using the fastest sinking the droplet 
surface temperature is selected. The change of thermal state and phase 
transformation intensity of warming hydrocarbons droplets heated in air is 
modeled under different boundary conditions of heat and mass transfer. The 
influence of forced liquid circulation on the droplet thermal state evaluated using 
effective heat conduction coefficient.  Free liquid circulation in the droplets is 
evaluated by Rayleigh number. 
Keywords: hydrocarbon droplets, combined heat and mass transfer, heating and 
evaporation of droplets, hydrodynamics. 

Advances in Fluid Mechanics VIII  283

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press

doi:10.2495/AFM100241



1 Introduction 

Liquid fuel is generally combusted in the sprayed form. Its combustion 
efficiency determines droplet evaporation speed. Heat and mass transfer 
processes non-stationarity and their interactions are important factors in the 
sprinkle liquid fuel heating and evaporation process. High-temperature two-
phase flow multiple heat and mass transfer processes additionally affect the 
interaction of translucent droplets absorbed radiation flux. Experimentally 
investigate the multiple heat transmission of droplets rather difficult, so widely 
used theoretical methods [1]. Modeling multiple heat spread of the droplets of 
liquid existence instability assessment problem in its. Spontaneous circulation of 
liquid warming droplets can occur when Archimedes forces is on, and they 
forced circulation can lead to gas sliding friction force acting on the surface. The 
exposure of the liquid droplets flowing on the surface and formed vortices passes 
into the interior layers of the droplets. Hydrodynamic mode of the liquid droplets 
determines the solution methodology of “drop” inner problem. The simplest 
form of droplets heat transfer models that deny the influence of radiation. 
Suggesting that the droplets while maintaining a uniform temperature is warming 
up their volume, they concluded “the infinite heat conductivity”, or “infinite 
fluid mixing” strain [2, 3]. These droplets heat transfer models to define the 
effective conductivity model [4], which additionally take into account the fluid-
flow finite intensity of thermal impact on the spread of the droplets. Translucent 
droplets radiation absorbed by the flow describing the spectral radiation models 
[5–9] enables the evaluation of the combination of heat spreading droplets. 
Recently developed combined analytical and numerical models of droplet non-
stationary evaporation [5, 10]. Then the temperature field of droplets of a 
multiple their heating case describing integral equation the endless lines. Despite 
their numerical solution schemes, convergence control is convenient, but 
inconvenience causes the need to know the evaporating droplet surface 
temperature. When trying to save the counting machine time and avoid this 
temperature calculation by iterative methods, doing that task simplification 
assumption [10]. Correctness case the droplet surface temperature is calculating 
by iterative methods for solving the energy flow balance droplets on the surface 
of describing an additional equation. In this case, the heat conductivity effective 
coefficient consider and to hydrodynamic mode impact on the liquid droplets 
thermal state [5].  
     The aim of this work is to assess spontaneous fluid flow increases possibility 
of evaporative and warming pure liquid fuel droplets. 

2 Formulation of the Problem 

Natural circulation of fluid within a droplet is induced by non-uniformity of 
temperature field, which has been expressed by difference of temperatures at 
droplet surface and in the center of it: CRl TTT  . The intensity of natural 

circulation in the droplet is described by Rayleigh number: 
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     The circulation of liquid is said to onset when the Rayleigh number exceeds 
the critical value i.e. crRaRa  . Otherwise the processes in the droplet are 

dominated by diffusion. Research of fluid behavior in spherical volume with 
non-uniform temperature field [11] demonstrates that critical values of the 
Rayleigh number are strongly dependent on the method of volume heating. For 
asymmetric heating the critical value is in the range of 200 to 300, and for 
symmetric heating it can reach few thousands. The fluid temperature profile in 
the droplet under heating is described by the following equation [1]: 
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where the heat source is described by the function 
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     The function takes into account radiant heat absorption in the semi-
transparent droplet and the dynamics of its surface temperature. The model of the 
droplet does not consider the slippage between two phases i.e. droplet and its 
environment. In this scenario the effect of gaseous phase to fluid circulation in 
the droplet are not considered as the forces inducing such circulation are absent. 
The droplet is heated by conductivity. The surface temperature of the 
evaporating droplet is calculated using energy conservation principle and has 
been implemented using the method of the steepest descent: 
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     Spalding heat transfer parametric function 

TBf  in eq. (4) takes into account 

Stephan hydrodynamic effect to in-droplet convection of the droplet in the gas 
stream. It is defined as [4] 
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where Spalding heat transfer parameter for non-stationary evaporation of droplet 
is defined as [12] 
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     Non-stationary temperature gradient in eq. (4) and (6) is described by the 
following equation (2): 
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     Assuming that there is no forced circulation in the droplet and that the effect 
of natural circulation to droplet heating is negligible the effective thermal 
conductivity coefficient in (4) and (6) will be defined by the thermal 
conductivity coefficient of fluid lef   . Vapor mass flux is calculated based 

on the Shorin-Kuzikovskij model [13, 14] 
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     System of equations (1)–(8) can be solved numerically. Using iterative 
method number J of the control droplet cross-section is selected arbitrary. The 
position of the cross-section is defined by the dimensionless droplet coordinate 
j (ηj=0, when j≡1 and ηj=1, when j≡J). Control time t is selected and number I 
of time coordinate steps is provided ( 0 , when 1i  and t , when Ii  ). 
Temperature field in the droplet is determined from eq. (2) iteratively varying 
droplet surface temperature on the basis of energy conservation principle at the 
surface and using the method of the steepest descent. The final result is achieved 
when the energy balance error (4) from the previous iteration is no greater than 
0.01 percent. The local radiation flux density in a semi-transparent droplet is 
calculated using the technique described in ref. [5]. It requires the updated 
temperature field in the droplet from the previous iteration, takes into account 
light absorption by the droplet and effects at the surface of the droplet. 

3 Results and discussion 

To investigate the influence of fluid natural circulation in the hydrocarbon 
droplet the droplet heating and evaporation in air flow has been modelled. The n-
hexane, n-heptane and n-decane have been chosen. The complex droplet heating 
by conduction and radiation has bean modelled. It is assumed the absolutely 
black-body radiation heat source with the temperature of the droplet environment 
exists. The droplet is internally heated by conduction to the temperature of 
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equilibrium evaporation keT , , which does not alter during such evaporation 

mode (fig. 1). 
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Figure 1: n-hexane droplet internal heating by conduction in air environment. 
Mean droplet temperature in time (a) and Fourier criterion 
(b) domains. R·106, m: 1 – 50, 2 – 100, 3 – 200, 4 – 300, 5 – 400, 
1 – 600; Tg=473K. 
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Figure 2: Hydrocarbons n-hexane (C6H14), n-heptane (C7H16), n-decane 
(C10H22) and water (H2O) droplet heating in 473K air temperature. 

     Dynamics of droplet mean temperature, when internally heating by 
conduction only, for the same liquid droplets is invariant of droplet size in the 
domain of Fourier criterion (fig. 1b). For each type of liquid the characteristic 
curves of droplet surface temperature TR(Fo), center temperature TC(Fo) and 
mean temperature Tm(Fo) dynamics can be established (fig. 2). It allowed 
optimization of the numerical model for droplet heating and evaporation 
processes. The characteristic droplet temperature non-uniformity curves are 
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established based on the droplet surface temperature and droplet center 
temperature dynamics. They clearly depict that liquid properties have influence 
to temperature non-uniformity (fig. 3). The intensive temperature increase of 
droplet external fluid layers during the initial droplet heating stage causes rapid 
rise of the droplet temperature non-uniformity. Later the temperature non-
uniformity reduces and eventually vanishes when droplet equilibrium 
evaporation mode is entered. The results show that water droplets establish 
equilibrium evaporation earlier than hydrocarbon droplets. Therefore, non-
uniformity in water droplets vanishes earlier, as well. In the modeled case (fig. 3) 
non-stationary evaporation of hydrocarbon droplets lasts up to 80% of phase 
transformation duration, but for water droplets it is just 20%. 
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Figure 3: The dynamics of non-uniformity of temperature field for droplets in 
1073K air environment. 

     Droplet temperature non-uniformity is significantly influenced by gas phase 
temperature, which has effect on droplet equilibrium evaporation temperature. 
For air temperature of 473K droplet equilibrium evaporation temperature is 
301.3K for n-hexane, 325.4K for n-heptane, 384.8K for n-dekane and 313K for 
water. Droplet equilibrium evaporation temperature increases to 311.3K, 337.8K, 
406.4K and 332.1K correspondingly when air temperature is increased by 1000K 
to 1473K. For hydrocarbons with higher saturation temperature (in this instance 
it was n-dekane) droplet equilibrium evaporation temperature is higher and the 
spike of temperature non-uniformity is more pronounced (fig. 3). Therefore, 
conditions for fluid natural circulation are favorable. For sprinkled of liquid 
temperatures close to droplet equilibrium evaporation temperature droplet 
temperature non-uniformity will be smaller and will last shorter compared to 
sprinkled of liquid with temperatures significantly below it. 
     The research results show and quantify that the size of droplet has an effect to 
droplet natural circulation (fig. 4). 
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Figure 4: Droplet size influence to droplet internal natural circulation for  
n-decane. R·106, m: 1 – 500, 2 – 750, 3 – 1000, 4 – 1250, 5 – 1500; 
Tl,0=283K, Tg=1073K. 
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Figure 5: Influence of liquid properties to droplet internal natural fluid 
circulation. R·106, m: 1-3 – 750, 4-6 – 1500; Tl,0=283K, Tg=873K. 

     Larger droplets have better conditions to stimulate droplet natural circulation. 
The results of this research show that when the size of droplets is the same, the 
fluid natural circulation will depend on liquid properties. In the case of 
hydrocarbons, the results show (fig. 5) that out of three hydrocarbons n-dekane 
(the highest hydrocarbon out of three) had the best properties to stimulate natural 
circulation. 
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Figure 6: The effect of fluid radiation absorption property to non-uniformity 
of droplet heating. R0=500·10-6m, Tl,0=283K, Tg=1073K. 
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Figure 7: The effect of fluid properties and radiation to droplet internal 
natural fluid circulation. R0=500·10-6m, Tl,0=283K, Tg=1073K. 

     Absorbed radiation by semitransparent droplet is essential to droplet heating 
(fig. 6). In the case of complex conduction-radiation droplet heating, the 
temperature profile in the droplet and the heating process has new features 
introduced. The process changes quantitatively as well as qualitatively. In the 
complex heating case two spikes of temperature non-uniformity are observed. 
The first one is the consequence of conduction and has been discussed above. 
The second spike is the result of radiation absorption by liquid and results in 
temperature increase of internal liquid layers. The maximum of this non-
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uniformity spike occurs when droplet equilibrium evaporation is established. The 
temperature gradient in the droplet balances heat transfer due to radiation and 
conduction if the fluid internal circulation is insignificant. The second 
temperature non-uniformity spike is smaller than the first. Therefore, conditions 
for fluid natural circulation are determined by the first spike (fig. 7). 

4 Conclusions 

On the basis of Rayleigh number utilization to classify water droplets and 
research results for n-decane, hydrocarbon droplets can be divided into such 
categories: 

 small (less than 100μm in diameter); 
 medium (50-1000μm in diameter); 
 large (more than 1mm in diameter). 

 
     Fluid natural circulation in small hydrocarbon droplets is practically 
impossible. It is unlikely that natural circulation will be significant in medium 
size droplets, as well. The only category of hydrocarbon droplets, where fluid 
natural circulation might be sensible is of large droplets, i.e. with diameters of 
droplets exceeding 1mm. In general, the larger the droplet size the more likely 
that natural circulation in the droplet will be observed. 
     Radiation absorbed by semitransparent droplets has a significant effect on 
their heating, evaporation and process dynamics by the formation of the 
secondary spike in temperature non-uniformity. It is smaller than the first spike 
originating due to conduction, and does not dominate determination of 
conditions for fluid natural circulation. 
     Droplet sizes in technologies utilizing the principle of liquid sprinkle of 
mostly fall into small and medium categories. Therefore, fluid natural circulation 
in the droplets is insignificant and is not necessary to be modeled. 

Nomenclature 

a – thermal diffusivity, m2/s; B – Spalding transfer number; cp – specific heat, 
J/(kg K); D – mass diffusivity, m2/s; Fo – Fourier number; L – latent heat of 
evaporation, J/kg; m – vapour mass flux, kg/(s.m2); n – number of the term in 
infinite sum; p – pressure, Pa; q – heat flux, W/m2; R – radius of a droplet, m; 
r – coordinate of a droplet, m; Ra – Rayleigh number; Nu – Nusselt number; 
T – temperature, K; η – non-dimensional coordinate;   – thermal conductivity, 
W/(m K) ; μ – molecular mass, kg/kmol; ρ– density, kg/m3; τ – time, s; 
     Subscripts: C – droplet centre; cr – critical; e – equilibrium evaporation; 
g – gas; i – time index; I –  index of control time; j – index of droplet cross-
section; J –  index of droplet surface; k – conductive; l – liquid; m – mass 
average; r – coordinate of a droplet; R – droplet surface; v – vapour; vg – vapour-
gas mixture; 0 – initial state;  – far from a droplet. 
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Abstract

In this paper two-dimensional Boussinesq and dispersive water waves equations
are investigated in exact solutions. The Exp-function method is used for seeking
exact solutions of the equations through symbolic computation.
Keywords: analytical solutions, nonlinear waves equations, Exp-function method.

1 Introduction

Recently new methods have been presented to solve the analytical solutions of
the nonlinear wave equations, tanh-function method [1, 2], homotopy method [3]
and Adomian decomposition method [4]. The Exp-function method was proposed
by He and Wu to obtain solutions of nonlinear evolution equations arising in many
physic problems [5]. It is simple to find numerical solutions of linear systems using
computers, but this is not true for nonlinear problems. Indeed, numerical methods
are connected to initial solutions and it is not easy to have convergent results for
strong nonlinearity.

The procedure of the Exp-function method for the solution of PDE is straightfor-
ward. The symbol computation is an essential tool to apply the presented method.

The examination of two-dimensional Boussinesq equation arises when we
consider the propagation of gravity waves on the surface of water. The structure of
this equation leads to consider the propagation of waves in opposite directions.

Advances in Fluid Mechanics VIII  293

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press

doi:10.2495/AFM100251



The dispersive long wave equations govern the propagation of long waves
in shallow water. This problem consists of pair of coupled partial differential
equations.

2 Exp-function method

We consider nonlinear partial differential equations:

H(u, ux, uy, ut, uxx, uxy, uyy, . . .) = 0 (1)

To find solutions the following transformation needs to be introduced:

u(x, y, t) = u(η), η = kx+ hy − ωt

where k, h and ω are constants and so we can convert Eq. (1) into ordinary
differential equation:

G(u, u′, u′′, u′′′, . . .) = 0 (2)

the prime denoting differentiation respect to η.
According to the Exp-function method, we assume that the solution of Eq. (2)

can be expressed in the following form:

u(η) =

∑d
n=−c an exp(nη)∑q
m=−p bm exp(mη)

(3)

In order to determine the values of c and p, balancing the linear term of the
highest order of Eq. (1) with the highest order nonlinear term, we obtain:

d = c

Similarly, to determine the values of d and q we balance the linear term of the
lowest order of Eq. (1) with the lowest order nonlinear term. So we obtain:

q = p

Substituting Eq. (3) into Eq. (2) we have a system of algebraic equations for an
and bm.

Solving this system using MATHEMATICA we carry out the values of the
coefficients.
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3 Two-dimensional Boussinesq equation

We consider the two-dimensional Boussinesq equation:

vtt − vxx + 3(v2)xx − vxxxx − vyy = 0 (4)

This equation describes the propagation of waves in opposite directions in (2+1)
dimensions [6]. Using the wave variable:

η = kx+ hy − ωt

it is possible to lead Eq. (4) to an ordinary differential equation:

(ω2 − k2 − h2)v′′ + 3k2(v2)′′ − k4v(iv) = 0 (5)

According to the Exp-function method, we assume that the solution of Eq. (5)
can be written as follows:

v(η) =
a1 exp(η) + a0 + a−1 exp(−η)

b2 exp(2η) + b1 exp(η) + b0 + b−1 exp(−η) + b−2 exp(−2η)
(6)

We have set c = 1 and q = 2. Without compromising the generality we can
assume a−1 �= 0 and Eq. (6) can be simplified as

v(η) =
a1 exp(η) + a0 + exp(−η)

b2 exp(2η) + b1 exp(η) + b0 + b−1 exp(−η) + b−2 exp(−2η)
(7)

Substituting Eq. (7) into Eq. (5) and equating to zero the coefficients of all
powers of exp(nη) we find a set of algebraic equations for a0, a1, b2, b1, b0, b−1,
b−2. Solving this system we obtain

ω2 = h2 + k2 + k4

and the following coefficients:

a0 = −2k2b0, a1 = k4b20, b1 = b−1 = 0, b2 =
a21

k2a0
, b−2 =

1

k2a0

Substituting ω and the coefficients into Eq. (7), we obtain the following exact
solution of the two-dimensional Boussinesq equation

v(x, y, t) = − 2k4b0 exp (kx+ hy − t
√
h2 + k2 + k4)

(1 + k2b0 exp (kx+ hy − t
√
h2 + k2 + k4))2

Advances in Fluid Mechanics VIII  295

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



4 Dispersive water waves equations

The problem of the propagation of long waves in shallow water is governed by a
pair of coupled nonlinear partial differential equations [7]:{

ut = uux + hx + θuxx

ht = (hu)x + θhxx

(8)

Using the variable:
η = kx− ωt

it is possible to lead Eq.s (8) to a couple of nonlinear ordinary differential
equations: {

ωuη + kuuη + khη + k2θuηη = 0

ωhη + k(hu)η + k2θhηη = 0
(9)

Following the Exp-function method, we set:

u(η) =
a1 exp(η) + a0 + a−1 exp(−η)

b2 exp(2η) + b1 exp(η) + b0 + b−1 exp(−η) + b−2 exp(−2η)
(10)

and

h(η) =
c1 exp(η) + c0 + c−1 exp(−η)

d2 exp(2η) + d1 exp(η) + d0 + d−1 exp(−η) + d−2 exp(−2η)
(11)

Substituting Eq. (10) and Eq. (11) into Eq. (9) we obtain

ω = k2

and, solving the system, for dispersive water waves equations, we find:

u(x, t) = − 2kθ exp(kx)

exp(kx)− b−2 exp(k2θt)

and

h(x, t) = − 4k2θ2b−2 exp(k(x+ kθt))

(exp(kx) − b−2 exp(k2θt))
2

5 Conclusions

In this paper we find exact solutions of two-dimensional Boussinesq equation and
of the dispersive water waves equations using a simple and direct method called
the Exp-function method. This is a straight and promising tool to solve non linear
evolution equations arising in physics and engineering.

But, even if this scenario could be straightforward from one hand, the imple-
mentation of it is a difficult task, mainly for the amount of calculations.

In future we propose to solve the massive system of algebraic equations given
by the Exp-function method using the method Gröbner basis of non linear algebra
and numerical methods.
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Abstract

This study concerns the gravity-driven two-dimensional laminar flow of a thin
layer of fluid down a wavy inclined surface. Three mathematical models describ-
ing the unsteady two-dimensional flow evolution are presented and contrasted.
The first is a shallow-water model, while the other two are integral-boundary-
layer models representing non-hydrostatic approximations to the two-dimensional
Navier-Stokes equations, which are valid for thin fluid layers. Various tests and
simulations were conducted in order to assess the performance of the models. First,
the instability threshold for the flat bottom case associated with each model was
analytically determined and compared with the theoretical prediction based on the
Navier-Stokes equations. Also for the flat bottom case, comparisons in neutral sta-
bility curves were made with existing experimental data. In addition, comparisons
between two-dimensional numerical solutions of the full Navier-Stokes equations,
obtained using the CFX software package, with simulations from the models were
also investigated for a wavy bottom case. The wavy surface considered in this study
corresponds to that of a sinusoidal profile. The emerging interfacial wave structure
along with the combined effect of bottom topography and surface tension are dis-
cussed. Finally, critical Reynolds number predictions for cases including bottom
topography are compared to existing experimental data.
Keywords: film flow, wavy incline, shallow-water and integral-boundary-layer mod-
els, numerical, experimental, analytical, CFX solver.

1 Introduction

There are many situations in which a model for flow down an inclined plane is
applicable. Naturally occurring situations include mudslides and ice channels [1].
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As well, such models are useful for engineering applications such as aqueducts,
dam spillways, and coatings in manufacturing [2]. Analytic models for this type
of flow are useful because they help predict key features of the flow, such as under
what conditions it will become unstable and how the shape of the free surface will
develop after this happens. These are important predictions to make because the
large roll waves that are formed when the flow becomes unstable can overflow
channel walls or damage measurement equipment in engineering settings; in nat-
ural settings, these roll waves result in more destructive surges of flow due to the
increased mass flow rate and momentum [2]. Therefore, models that give accurate
predictions of these features of the flow are important, and could be used to design
channels that can handle the waves that are likely to occur, or that can reduce the
likelihood of roll waves forming.

Many previous studies focus on the case without bottom topography. Detailed
analytical investigations include those by Ruyer-Quil and Manneville [3], who
developed models based on weighted residual methods. They consider even-bottom
surfaces, and develop first- and second-order models applicable to two and three
dimensional cases. The problem has also been extended by Balmforth and Mandre
[1], and D’Alessio et al. [2] to include bottom topography. Balmforth and Mandre
use the shallow-water model, focussing on the turbulent version, while D’Alessio
et al. apply a weighted residual model to the uneven bottom case.

In this study, three models that describe fluid flow over an uneven, inclined
plane are compared. The problem setup and coordinate system are shown in Fig-
ure 1. These models are the shallow-water model (SWM), the integral-boundary-
layer (IBL) model, and the weighted residual model (WRM). Model predictions
for the critical Reynolds number for the onset of instability are compared with the
theoretical value obtained from the Orr-Sommerfeld equation for the flat bottom
case. Neutral stability curves resulting from the models are also compared with
experimental data for the flat bottom case. As well, fully developed flows for var-
ious sets of parameters are compared with direct numerical simulations of the full

Figure 1: The coordinate system and flow setup.
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Navier-Stokes equations using the computational fluid dynamics package CFX. In
this comparison, bottom topography is included. The combined effect of surface
tension and bottom topography on the stability is briefly discussed. Finally, the
weighted residual model, which turns out to be the optimal model, is then com-
pared to experimental results for flow over a wavy incline.

2 Description of models

Three models are considered in this study. They are the shallow-water model, the
integral-boundary-layer model, and the weighted residual model. All three of the
models are given below, with a brief description of how they are obtained.

As suggested by the name, the shallow-water model is founded on shallow-water
theory and hence assumes that the fluid is incompressible and inviscid, and that the
thickness of the fluid is much smaller than the characteristic length in the direction
of the flow. It then follows that the pressure distribution is hydrostatic and that the
streamwise velocity is depth independent. This model is limited to gentle inclines.

After these simplifications are made, three modifications are added to make the
model more realistic. A flow factor multiplying the advective term is added; the
value is empirically determined, and depends on whether the flow is laminar or tur-
bulent. For the laminar model, a value of 4/5 is used [1]. A term partially account-
ing for viscosity and a bottom friction term are also added.

Two different forms of the shallow-water equations have been developed: one
pertaining to laminar flow and the other to turbulent flow. The difference between
the two is in the viscosity parameter of the added viscous term, the form of the bot-
tom friction term, and the coefficient of the advection term. Balmforth and Man-
dre [1] give a thorough description of the two versions of the model. The laminar
model is used in this study because flows having a Reynolds number of order unity
are considered, and because the other two models are developed assuming laminar
flow. The equations describing the laminar shallow-water model are given by

∂h

∂t
+
∂q

∂x
= 0 , (1)

∂q

∂t
+

∂

∂x

(
4
5
q2

h
+

cot θ
2Re

h2

)
= −1

5
q

h

∂q

∂x
− cot θ

Re
h
dζ

dx

+
1
δRe

(
h− q

h2

)
+ δ2hWe

∂3

∂x3
(ζ + h)

+
δ

Re

(
∂2q

∂x2
− q

h

∂2h

∂x2
− 1
h

∂h

∂x

∂q

∂x
+

q

h2

(
∂h

∂x

)2
)
. (2)

The non-dimensional flow variables are h, the height of the free surface from the
bottom, and q, the mass flow rate. Here, θ denotes the angle of inclination of the
surface, Re is the Reynolds number, defined as Re = Q/ν, and We is the Weber
number, defined as We = σH

ρQ2 , where Q is the non-dimensional characteristic
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volume flow rate, H is the Nusselt thickness, ρ is the fluid density, σ is the surface
tension coefficient, and ν is the kinematic viscosity of the fluid. The shallowness
parameter, δ, is the ratio of the Nusselt thickness of the fluid to some characteristic
length in the x direction, and is assumed to be small.

The integral-boundary-layer model is derived more rigorously from the Navier-
Stokes equations. The non-dimensionalized continuity and momentum equations
are

∂u

∂x
+
∂w

∂z
= 0 , (3)

δRe

(
∂u

∂t
+ u

∂u

∂x
+ w

∂u

∂z

)
= −δRe∂p

∂x
+ 3 + δ2

∂2u

∂x2
+
∂2u

∂z2
, (4)

0 = −Re∂p
∂z

− 3 cot θ + δ
∂2w

∂z2
. (5)

Here, the advective terms in the z-momentum equation are neglected because
they become third order in δ when the pressure is substituted into the x-momentum
equation. The model is therefore second-order accurate in δ. This model more
accurately accounts for the fluid viscosity and allows a non-hydrostatic pressure
distribution, which are improvements over the shallow-water model.

At the free surface, we apply dynamic and kinematic conditions, given in non-
dimensional form by

0 = p− 2δ
Re

∂w

∂z
+ δ2We

∂2

∂x2
(h+ ζ)

0 =
∂u

∂z
− 4δ2

∂

∂x
(h+ ζ)

∂u

∂x
+ δ2

∂w

∂x

⎫⎪⎪⎪⎬⎪⎪⎪⎭ at z = h+ ζ , (6)

w =
∂h

∂t
+ u

∂(h+ ζ)
∂x

}
at z = h+ ζ . (7)

As well, the following no-slip conditions are imposed at the bottom surface:

u = w = 0 at z = ζ . (8)

The pressure can be eliminated by integrating the z-momentum equation and
using the first condition in eqn. (6) to find an expression for pressure, and then
substituting this expression into the x-momentum equation. This leaves the con-
tinuity equation and a single momentum equation. The form of the streamwise
velocity is then assumed based on the known steady flow over an even-bottom
inclined plane, and modified to account for bottom topography defined by ζ(x).
The profile is given by
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u =
3q
2h3

(
2 (h+ ζ) z − z2 − ζ2 − 2hζ

)
. (9)

The z dependence is then eliminated by integrating the equations across the
fluid layer and applying the boundary conditions. The final form of the integral-
boundary-layer model equations are

∂h

∂t
+
∂q
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= 0 , (10)
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The weighted residual model is derived following a similar procedure to that
used for the integral-boundary layer model. However, before integrating in the
cross-stream direction, the equations are multiplied by a weighting function; in this
case, a parabolic profile is used as the weighting function. In this way, a weighted
average over the depth of the fluid is used. The resulting model equations are
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3 Model performance

To evaluate and compare the performance of the three models, four methods are
employed. First, the critical Reynolds number at which the flow becomes unstable
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is calculated for the flat bottom case, and compared to the known theoretical value.
Second, the neutral stability curves for each model are compared to experimental
data collected by Liu et al. [4]. Next, the evolution of the flow rate q, as predicted
by the models, is compared to the solution of the full Navier-Stokes equations,
where the solution to the full Navier-Stokes equations was obtained using the soft-
ware package CFX. Finally, critical Reynolds number predictions for the weighted
residual model for flow over a wavy bottom are compared to experimental results
collected by Wierschem et al. [5]. Only the weighted residual model is considered
in this final comparison because it is found to perform the best in the previous three
tests.

The critical Reynolds number for a thin film flow down an even-bottom inclined
plane has been determined by Benjamin [6] and Yih [7] from the corresponding
Orr-Sommerfeld equation. The result is that the critical Reynolds number is:

Recrit =
5
6

cot θ . (14)

Performing a linear stability analysis on the shallow-water model, the integral-
boundary-layer model, and the weighted residual model yields the following results:

ReSWM
crit =

5
22

cot θ , (15)

ReIBL
crit = cot θ , (16)

and

ReWRM
crit =

5
6

cot θ , (17)

respectively.
These results show that, of the three models considered, only the weighted resid-

ual model correctly predicts the critical Reynolds number. The integral-boundary-
layer model predicts a critical Reynolds number slightly higher than the correct
value, although it is still close. The shallow-water model gives a very poor predic-
tion, significantly underestimating the critical Reynolds number.

To further evaluate the performance of the three models, the neutral stability
curves for each of the models are compared to experimental data gathered by Liu
et al. [4] and plotted in Figure 2.

As with the critical Reynolds number predictions, the weighted residual model
most closely matches the experimental data. The integral-boundary-layer model
is a slightly poorer predictor of the experimental data, although it gives a much
better prediction than the shallow-water model. It should also be noted that the
experimental data is for a very gentle incline, which is much more appropriate for
the shallow-water model than for the integral-boundary-layer or weighted residual
models; despite this, the weighted residual model does very well.

For the next comparison, numerical solutions using the models are compared to
direct numerical simulations of the full Navier-Stokes equations. The full Navier-
Stokes equations for the free surface flow down an inclined plane have been solved
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Figure 2: Comparison of neutral stability curves with experimental data for a
glycerin-water solution with θ = 5.6 ◦.

by employing CFX. This software package solves the full Navier-Stokes equations
using a combination of finite volume and finite element methods [8]. The loca-
tion of the interface is determined using a compressive volume fraction advection
scheme [9].

The models considered in this study can also be used to predict the transient
behaviour of the flow by numerically solving the equations. Using LeVeque’s frac-
tional step method [10], the unsteady equations for each model can be solved.
When the steady-state solution, found using the bvp4c routine in matlab, is used
as the initial condition and is perturbed, waves develop on the free surface. Even-
tually, characteristic features such as the number and height of the wave peaks in
a domain of a given length are maintained. The wave characteristics predicted by
the weighted residual and integral-boundary-layer models are compared to those
found by solving the full Navier-Stokes equations. The shallow-water model is not
included in this comparison because the inclination considered is too large for that
model.

The comparison between the solutions to the full Navier-Stokes equations and
the model equations is for a case without surface tension (i.e. We = 0). The
angle of inclination is 33.7 ◦, and the Reynolds number is 2.28. The number and
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Figure 3: Fully developed roll waves for the IBL model, the WRM, and CFX; vol-
ume flow rate versus position along domain.

height of roll waves emerging from the weighted residual and integral-boundary-
layer models are shown in Figure 3, where the non-dimensional volume flow rate
is plotted against the position along the domain. The calculations for the same
flow, resulting from the full Navier-Stokes equations using CFX, are also shown in
Figure 3. Figure 4 shows the fluid height and bottom topography for both models
and the CFX results, for the same set of parameters.

Comparing the figures, it can be seen that both the integral-boundary-layer and
the weighted residual models correctly predict the number of roll waves in the
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Figure 4: Fully developed roll waves for the IBL model, the WRM, and CFX; fluid
height versus position along domain.

Comparing the figures, it can be seen that both the integral-boundary-layer and
the weighted residual models correctly predict the number of roll waves in the
domain. However, the weighted residual model more closely predicts the height of
the waves.

For the case shown in Figure 3, tall sharp peaks emerge. If surface tension
would have been included, the waves that would develop would be smoother and
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Table 1: Comparison between experimental, numerical and theoretical values of
Recrit for a wavy-incline case with δ = 0.1.

Recrit

θ Reevencrit Experimental Numerical Theoretical

15◦ 3.3 5.1± 0.4 (5.5,5.6) 5.6

30◦ 1.4 2.2± 0.2 (1.8,1.9) 1.7

40.7◦ 0.97 1.3± 0.1 (1.1,1.2) 1.1

wider. Surface tension and bottom topography also affect the stability of the flow
by altering the critical Reynolds number. D’Alessio et al. [2] have shown that
for small to moderate surface tension, bottom topography increases the critical
Reynolds number of the flow while for larger surface tension and topography, the
opposite occurs.

As a final confirmation of the validity of the weighted residual model, criti-
cal Reynolds number predictions are compared to experimental data for a wavy
incline, collected by Wierschem et al. [5]. Table 1 contrasts the experimentally
obtained critical Reynolds numbers with those from the weighted residual model
for three different angles of inclination. Presented in the table are results from the
numerical simulations along with theoretical values obtained from a linear stabil-
ity analysis of the weighted residual model. Also listed in the table is Reevencrit , the
corresponding critical Reynolds number for an even bottom. The table shows that
numerical predictions are almost all within the error of the experiment, and in close
agreement with the theoretical values. This further demonstrates that the weighted
residual model is the optimal model for flow over an incline with or without bot-
tom topography.

4 Summary

This study compared the performance of three models for free surface flow down
a wavy inclined plane. The simplest model is the shallow-water model, and it
gives the poorest agreement with theory and experiments. The integral-boundary-
layer model provides much better predictions in both areas, although the critical
Reynolds number still does not match the theoretical value for an even bottom. The
weighted residual model exactly predicts the theoretical critical Reynolds number,
and also matches the experimental neutral stability curve very closely.

The integral-boundary-layer and weighted residual models were solved
numerically and compared to direct numerical simulations of the full Navier–
Stokes solutions, obtained using CFX. The weighted residual model performs
slightly better than the integral-boundary-layer model since it yields better
agreement in the height of the peaks.
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Finally, the weighted residual model gives good predictions for the critical
Reynolds number for flow over a wavy surface when compared to experimental
data. Considering all four methods of comparison, the weighted residual model
gives the best results over all.
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Sizing of a plastic chamber with  
air-filled balls for water hammer control 

A. Al-Khomairi & S. Ead 
Civil Engineering Department, King Saud University, Saudi Arabia 

Abstract 

Water hammer in pipelines and pipe networks can result in pipe and equipment 
failures and economical/environmental losses. The use of a piece of flexible 
plastic pipe for water hammer control is discussed and experimental data for the 
use of such a device are presented. The device, referred to as a plastic chamber, 
reduces pressures resulting from water hammer. The flexibility of the plastic 
chamber allows radial expansion of its walls under pressure to accommodate the 
excess fluid and thereby reduce water hammer-induced pressure spikes. To 
enhance the performance of the plastic chamber, air-filled balls are inserted into 
the chamber. When a sudden pressure increase takes place, the air-filled balls 
shrink to reduce the pressure surge. Previous experimental data on the use of the 
plastic chamber and the air-filled balls (inserted in a rigid chamber) are analyzed. 
The effect of the plastic chamber on the reduction of water hammer was 
formulated as a function of a dimensionless parameter related to the plastic 
chamber and the pipe for which water hammer is to be controlled. Furthermore, 
the effect of the air-filled balls was formulated and found to be a function of an 
analogous dimensionless parameter related to the volume/inside pressure of the 
balls and pipe parameters. The two effects were combined in an empirical 
formula for the total reduction of water hammer when using a plastic chamber 
with air-filled balls. The procedure allows the required water hammer reducing 
device to be sized to achieve a target reduction of water hammer based on the 
parameters of the pipe, the plastic chamber and the air-filled balls. 
Keywords: unsteady pipe flow, water hammer control, surge pressure control, 
water hammer damping. 
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1 Introduction 

Water hammer in pipelines and pipe networks can result in huge economical 
and/or environmental losses. Sudden valve closure, for instance, can generate 
high-pressure spikes that can damage the pipe and pipe equipment. Several 
methods have been used to control water hammer and reduce its effect on pipe 
networks. These include surge vessels, equilibrium tanks, pressure relief valves 
and suction lines around a booster pump. Other methods used for water hammer 
control for residential, commercial and light industrial applications include air 
chambers and water hammer arrestors. An air chamber consists of a short 
vertical section of pipe that is filled with trapped air. When a water hammer 
shock occurs, the air chamber acts as a shock absorber. After some time, the 
water pressure causes the air pocket to be absorbed by water rendering the device 
ineffective, and the water needs to be drained out of the device. A water hammer 
arrestor is similar to an air chamber but the air pocket in the arrestor is separated 
and sealed from the water by a piston with an “O” ring or diaphragm so that the 
air cannot be absorbed by water. The disadvantage of this device is that the 
moving piston makes it noisy. 
     Grundy and Fox [1] suggested the installation of in-line highly deformable 
tubes to reduce the effect of water hammer. Insertion of a high-density 
polyethylene (HDPE) polymeric pipe has also been suggested for water hammer 
suppression in simple pipe system [2]. Pezzinga [3] expanded on the topic by 
considering a polymeric pipe insertion in a pipe network. Al-Khomairi [4] 
provided a method of sizing the polymeric pipe insertion for a target water 
hammer reduction based on the parameters of the pipe and the insertion pipe. 
Different pipe sizes and insertion parameters/materials were considered. Al-
Khomairi [5] presented a method using air-filled balls in a steel chamber for 
water hammer reduction. A steel chamber was used rather than a plastic chamber 
to isolate the effect of the chamber from the effect of the air-filled balls. This 
method also allows sizing of the pipe to achieve a target reduction in water 
hammer. 
     Al-Khomairi [4] showed that the ability of the polymeric pipe to reduce water 
hammer is a function of a dimensionless parameter RD as follows: 

 
2

D D D
D

max D D P

1

2
,

V a D V
R

V E e V


 


 )1(  

where is the fluid density, a is the pressure wave velocity in the pipe, ED is 
Young’s modulus of elasticity for the polymeric pipe insertion, DD is the 
diameter of the polymeric pipe insertion, aD is the pressure wave velocity in the 
polymeric pipe insertion, VD is the volume of the polymeric pipe insertion, VP is 
the pipe volume and VD is the increase in volume of the polymeric pipe 
insertion due to a p increase in pressure. Vmax is the maximum fluid volume to 
be admitted for complete elimination of water hammer (during a time interval 
equal to 2L/a) and is given by: 
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 max , (2 / ),V Q t Q L a    )2(  

where Q is the discharge, t is the time required for the pressure wave to travel 
from the control valve to hit the boundary and come back to the valve, L is the 
pipe length and a is as defined earlier. 
     When using air-filled rubber balls inserted in a rigid steel chamber, this 
assembly works as a surge pressure absorber. To allow the pressure inside the 
balls to increase without affecting their volume, the balls are inserted in spherical 
retaining meshes before being inserted in the chamber. The device can be 
installed at the location expected to experience the most severe transient event 
(e.g., just upstream of a control valve) using a T connector with the pipe. Al-
Khomairi [5] established a formula that relates the reduction in water hammer 
when using this device assembly to a function of a dimensionless parameter RB 
(analogous to RD discussed earlier) and is given by: 

 B
B

max

,
V

R
V





 )3(  

where maxV  is as defined earlier and BV  is the change in the volume of the 

ball(s) due to an increase in system pressure. The following equation has been 

developed by Al-Khomairi [5] to obtain BV : 

 B atm 0
P1 atm P 2 atm

P1 P 2

1 1
( ) ,

and (gage) ,

V h h V
h h h h

h h h

 
       

 

 (4) 

where hatm is the local atmospheric pressure head, h is the excessive amount of 
pressure head in the ball (h1 – h0), h1 is the gage pressure head inside the ball as 
pre-determined from the experimental work, h0 is the gage pressure head inside 
the ball when the ball is pressurized until it completely fills the spherical 
retaining mesh without exerting pressure on it, V0 is the volume of the ball 
associated with h0, hp1 is the steady-state system hydrostatic pressure head and 
hp2 is the pressure head following the spike caused by surge pressure. 
The reduction in water hammer-induced pressure surges due to the use of a water 
hammer absorber is given by: 

 WO W

WO

,
h h

r
h

  



 )5(  

where r is the fraction by which water hammer is reduced, WOh  is the pressure 

head increase due to water hammer evaluated when no device for water hammer 

reduction is used and Wh  is the pressure head increase due to water hammer 

evaluated when the device for water hammer reduction is used to absorb the 
surge pressure. 
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     To optimize the performance of the device, the two devices mentioned earlier 
can be combined by inserting plastic rubber balls (with retaining steel meshes) in 
a plastic chamber. Both the balls and the plastic chamber contribute to the 
performance of the device in water hammer mitigation. Thus, the water hammer 
reduction when using air-filled balls inserted in a plastic chamber is a function of 
RD and RB: 

 D B( , ).r f R R  )6(  

 

2 Experimental setup 

Two experimental runs were conducted for this study. A single-pipe system 
consisting of a recirculation tank, upstream pump, pipe, downstream control 
valve and pressure/flow measurements was used to conduct an extreme transient 
event experiment. Fig. 1 shows the experimental setup. The experimental work 
in this study was performed using the same apparatus used by Al-Khomairi [4]. 
The system and device parameters for the experimental work are: V (fluid 
velocity) = 2.88 m/s, Q = 76 lpm, D = 23.65 mm, L = 17.23 m, DD = 110 mm, eD 
= 3.2 mm, LD (chamber length) = 700 mm and ED = 3.14 × 109 Pa. The chamber 
material used was uPVC. No air-filled balls were inserted in the plastic chamber. 
Using this experimental setup, fig. 2 shows the variables associated with eqn (5). 
Fig. 2(a) shows the transient event history following sudden and full closure of a 
downstream control valve without using a water hammer control device. 
Fig. 2(b) shows an identical transient event using a plastic chamber for water 
hammer control. It is clear that a pressure head spike as high as 218 m without 
the use of a chamber was reduced to 135 m when using the device. 
 
 

 

Figure 1: The experimental setup. 
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Figure 2: Pressure head history for a severe transient event: (a) without a 
plastic chamber and (b) with a plastic chamber. 

3 Empirical formula 

The empirical formula that was obtained in this study for the plastic chamber, the 
air-filled rubber balls and the combined effect of the two systems is explained in 
this section. Al-Khomairi [4] generated 69 data points using extensive 
experimental work to relate the ability of the plastic water hammer control 
device to reduce pressure surges to the dimensionless parameter RD. To generate 
these data, the plastic chamber and the main pipe parameters were varied and 
included a wide range of parameter values. An analogous study [5] generated 86 
data points relating the performance of the air-filled rubber balls to 
dimensionless parameters consisting of the relevant pipe and ball parameters. 
The water hammer reduction in this case was related to the dimensionless 
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parameter RB. Inspecting the data for both studies revealed that a logarithmic 
trend line is the best-fit curved line to represent the data. Using regression 
analysis the empirical equation for the plastic chamber device is as follows: 

 D D17.997ln( ) 44.747,r R   )7(  

where rD is the % reduction in water hammer when using the plastic chamber for 
water hammer control and RD is the dimensionless parameter associated with the 
chamber and the pipe as revealed in eqn (1). 
     By analogy, using regression analysis for air-filled balls placed in a rigid 
(steel) chamber, the following empirical equation is achieved for the device 
performance: 

 B B11.488ln( ) 62.968,r R   )8(  

where rB is the % reduction in water hammer when the device with air-filled 
balls is used to control water hammer and RB is a dimensionless parameter 
representing the balls and pipe parameters as shown in eqn (3). Figs. 3 and 4 
depict the resulting regression curves for the plastic chamber and the air-filled 
balls, respectively. It is logical that for both curves, with increased RB or RD, the 
reduction in water hammer approaches 100%. 
     It is possible to predict the performance of air-filled balls installed in a plastic 
chamber by combining the outcome of the two studies. The following equation 
can be used to find the combined reduction for the air-filled balls inserted in a 
plastic air chamber: 

  T D B1 (1 0.01 )(1 0.01 ) 100,r r r      )9(  

where rT is the total % reduction using the device that combines air-filled balls 
with a plastic chamber. 
     For example, a reduction of 30% by the plastic chamber and 40% by the air-
filled balls means a reduction of 58% if the air-filled balls are placed in the 
plastic chamber. 
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Figure 3: Pipe and plastic chamber: dimensionless parameter (RD) versus % 
reduction (rD) in water hammer-induced pressure surge. 
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Figure 4: Pipe and air-filled balls: dimensionless parameter (RB) versus % 
reduction (rB) in water hammer-induced pressure surge. 
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Figure 5: Percentage reduction in water hammer (rT) due to the combined 
effect of air-filled balls (RB) and the plastic chamber (RD). 

     Plotting the product of the two variables, RD ×RB versus the total reduction 
(rT) provides a relationship between the parameters of the plastic chamber, air-
filled balls (and pipe) and the total % reduction achieved by the device with the 
plastic chamber and the air-filled balls. Fig. 5 was obtained using the data from 
fig. 3, fig. 4 and eqn (9). The rT axis scale was limited to a value of 10 to show a 
clearer picture of how the reduction changes for low RD × RB values. Fig. 5 can 
be used to predict the performance of the water hammer reducing device when 
air-filled balls are inserted in the plastic chamber. For example, computation of 
RD and RB based on the parameters of the pipe, plastic chamber and the balls 
allows one to use the curve to read the corresponding % reduction (rD) for the 
device. Furthermore, it is possible to design a device with a plastic chamber and 
air-filled balls for a target % total reduction (rT) value. From fig. 5 and a target rT 
value, the corresponding RD × RB value can be read from the graph. The values 
of the parameter(s) that give the same RD × RB value can be selected. For 
example, if the parameters for the plastic chamber are fixed because of space 
limitations, the ball volume/pressure that would result in the required RD × RB 
value can be selected. It is also possible to use eqns (7), (8) and (9) instead of fig. 
5 to determine the required parameters. If a plastic chamber is used without air-
filled balls, eqn (7) or fig. 3 can be used to determine the design parameters. 

Advances in Fluid Mechanics VIII  317

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



However, eqn (8) or fig. 4 can be used for the analysis/design if air-filled balls 
are used in a rigid (e.g., steel) chamber for water hammer control. 

4 Conclusions 

The results of water hammer control in pipelines using two different methods are 
presented and analyzed. The first method uses a plastic chamber with a diameter 
much larger than the pipe for which water hammer is to be controlled. In the 
second method, air-filled rubber balls are inserted into a rigid (steel) chamber. 
Laboratory tests performed in earlier studies for both methods were analyzed. 
Regression analysis was performed on the data to achieve the most accurate 
empirical formula to determine the ability of each device to reduce water 
hammer as a function of dimensionless parameters related to the pipe, balls and 
plastic chamber. 
     A more effective method for water hammer mitigation would be to combine 
the effect of the two methods by inserting the air-filled rubber balls into a plastic 
chamber. An empirical formula was devised for the combined effect of the two 
methods on water hammer reduction. Equations and figures were established for 
each method and for the combined method to analyze device performance based 
on given pipe, balls and chamber pipe parameters. A target water hammer 
reduction can be achieved using these formula and graphs to design the device. 
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Abstract 

Permeable reactive barriers (PRBs) are a passive in-situ technology, which is 
based on the interception and physical, chemical and/or biological remediation of 
a contaminant plume through installation of reactive material in an aquifer. 
Previous work of the authors includes analytical approaches in two dimensions 
(horizontal plane) based on the conformal mapping technique that allows for the 
determination of the groundwater flow fields and capture zones of PRBs of 
different types. Solutions assume that the permeability kr of the reactive material 
itself is high with respect to the surrounding aquifer permeability ka or that 
highly permeable gravel packs are present to equilibrate the hydraulic heads at 
the up and down-gradient faces of the reactor. Respective results include a 
simple relationship Q(R) between capture flow Q and reactor Darcian hydraulic 
resistance R. Based on the same technique, the present work gives an exact 
solution for funnel-and-gate (FG) and velocity equalization wall (VEW) PRBs 
without gravel packs for the particular case of kr = ka. Furthermore, a numerical 
finite difference study is performed to show that Q(R) is a good approximation 
(with errors in the 1% range of maximum capture flow Q(0)) for FG and VEW 
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PRBs of arbitrary geometric configurations and arbitrary values of kr/ka, even in 
the absence of highly permeable gravel packs at the reactor entrance and exit 
faces. 
Keywords: PRB, groundwater, aquifer, contaminant plume, passive remediation, 
conformal mapping, Schwarz-Christoffel. 

1 Introduction 

Subsurface contaminant plumes transported by the (natural or induced) flow of 
groundwater represent a serious threat to ecosystems and human drinking water 
supplies. As opposed to hydraulically active pump-and-treat systems for 
contaminant remediation at the ground surface, [1], permeable reactive barriers 
(PRBs) are a passive technology, which has been successfully employed for in-
situ remediation of contaminant plumes through installation of reactive materials 
in the pathway of a plume, [2]. Actual remediation may hereby be based on 
physical, chemical and/or biological processes during the residence/travel time of 
a contaminant particle inside the reactor. Critical parameters in PRB design and 
operation are (1) the capture flow or width, which determine the portion of 
groundwater flow and, hence, of the contaminant plume captured for treatment, 
as well as (2) contaminant residence time inside the reactor, which is directly 
related to the degree of remediation before initially contaminated groundwater 
exits the PRB and re-enters the aquifer. A variety of methods exist to optimize 
these two parameters under different conditions, two of which are represented in 
fig. 1. In the funnel-and-gate configuration (FG; fig. 1(a); [3]), impermeable 
funnel arms are deployed laterally extending into the aquifer in order to increase 

      

Figure 1: Horizontal cross sections (plan views) of (a) an FG and (b) a VEW 
PRB. 
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capture width for a given reactor. Alternatively, velocity equalization walls 
(VEWs; fig. 2(b); [4]) may be used to achieve more uniform contaminant 
residence time distribution across the reactor by avoiding flow singularities (i.e., 
the blow-up of the magnitude of the hydraulic gradient) near the reactor and, 
thus, providing largely uniform flow into, across and out of the reactor. 

While numerical studies are more abundant in literature, e.g., [3, 4], 
previous work by the authors, [5–7], investigates different hydraulic aspects of 
these PRB configurations in a two-dimensional (horizontal) analytical 
framework by applying the theory of holomorphic functions, in particular, the 
conformal mapping technique. However, for arbitrary reactor conductivities 
results are valid only in the presence of highly permeable gravel packs at the up 
and down-gradient faces of the reactor, which provide for constant hydraulic 
head distributions throughout the gravel packs and, thus, strictly uniform flow 
across the reactor. The present work follows this conformal mapping approach 
and presents an exact analytical solution for the FG and VEW configurations of 
fig. 1 and the particular case of the reactor hydraulic conductivity kr [L/T] being 
equal to the surrounding (homogeneous) aquifer conductivity ka [L/T] without, 
however, assuming the presence of highly permeable gravel packs. Based on this 
exact solution and results of Klammler and Hatfield [5] for arbitrary kr in the 
presence of gravel packs, an approximate solution is further presented for the 
capture flows of FG and VEW PRBs without gravel packs and for arbitrary kr/ka. 
The performance of the approximation is systematically validated against output 
from a numerical finite difference model (MODFLOW). 

2 Theoretical approach 

2.1 Exact solution for FG/VEW PRBs without gravel packs and kr = ka 

Assuming that vertical flow components in a homogeneous aquifer and PRB 
reactor may be neglected (i.e., PRB structure stretching over full aquifer 
thickness) the flow field in the vicinity and inside a FG PRB of kr = ka reduces to 
two-dimensional flow around the impermeable funnel and side wall structure of 
fig. 1a. By further assuming that the undisturbed flow field in the aquifer before 
PRB implementation is uniform with boundaries far away the boundary 
conditions at the PRB result as illustrated in figs. 2a and 2b for flow in x and y-
directions (as indicated by the bold arrows), respectively. qx and qy [L

2/T] hereby 
denote the undisturbed depth integrated ambient groundwater fluxes far from the 
PRB. Due to symmetry, only the upper half plane is depicted, where thick 
continuous lines represent impermeable boundaries, thick dotted lines represent 
constant head boundaries and z = x + iy [L] is the complex coordinate system of 
the physical plane (݅ ൌ √െ1 being the imaginary unit). Capital letters denote 
points (vertices) on the boundary of the flow domain (E∞ being the point at 
infinity), which is symmetric about both the horizontal and vertical axes 
indicated in fig. 1. Shaded rectangles in figs. 1 and 2 are used to represent the 
reactor of width a [L] and length (in design flow direction) b [L]. f [L] denotes 
the length of a funnel arm. Since kr = ka is assumed here, the exact shape of the 
reactor does not affect the resulting flow field as long as the impermeable funnel  
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Figure 2: Boundary conditions in the physical z-plane for FG PRB with kr = 
ka and flow in (a) x-direction and (b) y-direction. 

structure is not modified. As a consequence, the VEW configuration of fig. 1b 
does not have to be treated separately and may be regarded as a particular case of 
the FG configuration with f = 0, for which flow always remains undisturbed (i.e., 
uniform) after PRB installation. 

By applying the Schwarz-Christoffel function as discussed in Klammler and 
Hatfield [8] the flow domain above the boundaries of the z-plane in figs. 2a and 
2b may be obtained by conformal mapping of the upper (auxiliary) τ1-half-planes 
from figs. 3a and 3b, respectively, through 
 

ሺ߬ଵሻݖ  ൌ ܿ ׬
ሺఛିఛభಳሻሺఛିఛభಷሻሺఛିఛభ಴ሻ

ඥሺఛିఛభಲᇲሻሺఛିఛభಳᇲሻሺఛିఛభಸሻሺఛିఛభಹሻሺఛିఛభ಴ᇲሻሺఛିఛభವᇲሻ
݀߬

ఛభ
଴ . (1) 

 
τ1A’ [-] hereby denotes the coordinate of vertex A’ on the η1-axis in figs. 3a and 
3b, for example, and c [L] is a positive real scaling constant (no rotation between 
the τ1 and z-planes). Adopting the lower integration limit in eqn. 1 as zero results 
in τ1F = 0 and symmetry further implies -τ1A’ = τ1D’ = 1/k, -τ1B’ = τ1C’ = 1, -τ1B = τ1C 
and -τ1G = τ1H with c accounting for the scaling imposed to achieve τ1C’ = 1. With 
k [-] being a PRB shape parameter (so-called affix) in the sense of previous 
work, e.g., [5–7], eqn. 1 may be rewritten as 
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൫ఛమିఛభ಴
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భ
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మ ൯
݀߬

ఛభ
଴ , (2) 

 
which may be reduced to an elliptic integral by substituting u = τ2. The unknown 
mapping parameters c, k, τ1C and τ1H may be determined by constructing a system 
of four non-linear equations by prescribing the physical coordinates of vertices 
A’, B’, B and G, for example. However, closed form solutions are generally 
difficult to obtain (this is known as the Schwarz-Christoffel parameter problem)  
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Figure 3: Boundary conditions in the τ1, τ2 and τ3-planes for flow in x and y-
directions. 

and a Schwarz-Christoffel mapping toolbox [9] for MATLAB is used in the 
sequel to solve for the mapping parameters and to perform the mapping process 
(i.e., numerical evaluation and inversion of eqn. 2). 

With this, the locations of all vertices in the τ1-plane and the scaling constant 
c are known. Due to the fact that eqn. 2 stretches the flow domain at infinity by a 
factor of c (dz/dτ1 = c for τ1 → ∞) and in order to maintain continuity of flow 
between mapping planes, the magnitudes of the far fields (i.e., ambient fluxes qx 
and qy) are adjusted to cqx and cqy in the τ1-plane of figs. 2a and 2b, respectively. 
By applying the mapping function 
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and regarding solutions of the square root in the upper τ2-half-plane the flow 
domain of fig. 3c is obtained, which contains uniform flow in the y-direction. 
The corresponding complex potential may thus be written as 
 
 Φ୷ ൅ ݅Ψ୷ ൌ  ௬ܿ݅߬ଶ, (4)ݍ
 
where Φy and Ψy [L3/T] are the potential and stream functions for flow in y-
direction, respectively. 

From Klammler and Hatfield [5; their figs. A1a and A1b] it is known that 
the τ3-plane of fig. 3d may be obtained by 
 

 ߬ଷሺ߬ଵሻ ൌ
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௞
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,ሺ߬ଵܨ ݇ሻቃ, (5) 

 
where K(k) and F(τ1,k) are the complete and incomplete elliptic integrals of the 
first kind, respectively, and E(k) and E(τ1,k) are the complete and incomplete 
elliptic integrals of the second kind, respectively. The mapping parameter k is the 
so-called modulus of the elliptic integrals, [10]. The τ3-plane meets the boundary 
conditions for uniform flow in x-direction and the corresponding complex is 
 
 Φ୶ ൅ ݅Ψ୶ ൌ  ௫ܿ߬ଷ. (6)ݍ
 
The solutions of eqns. 6 and 4 are graphically represented in figs. 4a and 4b, 
respectively, in the form of flow fields for an example PRB of b/a = 0.5 and f/a = 
1. Stream lines of constant Ψ are depicted as continuous, potential lines of 
constant Φ as dotted and stream lines delimiting the capture zone are bold. The 
flow field in fig. 4c for an arbitrary flow direction (qx = 2qy) is obtained by 
superposition (summation) of eqns. 4 and 6, which is a direct consequence of 
linearity of the governing Laplace equation for Φ and Ψ. It is seen that the 
solution not only consists of the flow field in the aquifer, but also the flow field 
inside the reactor (e.g., ABCD in fig. 2), which may be of interest for 
computation of contaminant residence times inside the reactor by the method of 
Klammler et al. [7]. 

Knowing that an ambient groundwater flow component qy does not drive 
any flow across the reactor (i.e., across A’B’ in fig. 2), the capture flow Q [L3/T] 
is obtained as [5] 
 
 ܳ ൌ

௤ೣ௖గ

௞௄ሺ௞ሻ
. (7) 

 
The thick continuous lines in fig. 5 depict the dimensionless capture width 
Q/(aqx) based on eqn. 7 as a function of b/a and f/a. As intuitively expected, 
Q/(aqx) increases as the relative funnel length f/a increases, independent of the 
reactor size b/a. In contrast, independent of f/a the dimensionless capture width  
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Figure 4: Example of flow nets for flow in (a) x-direction, (b) y-direction 
and (c) direction characterized by incident flow of qx = 2qy. b/a = 
0.5 and f/a = 1. 

 

 

Figure 5: Dimensionless capture width Q/(aqx) as a function of b/a and f/a 
for kr = ka and no gravel packs (thick continuous), kr = ka with 
gravel packs (thick dashed) and kr >> ka (thin continuous). 
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decreases with increasing b/a, i.e., as the impermeable side walls become longer. 
For f/a << b/a the FG configuration approaches the VEW configuration of fig. 1b 
with w = 0 (or even w > 0 as long as kr = ka) and Q/(aqx) approaches unity. 

2.2 Approximate capture flow for FG/VEW PRBs without gravel packs and 
arbitrary kr/ka 

In general, and contrary to the assumption of the previous section, PRB reactors 
possess hydraulic conductivities different from the aquifer. For example, kr > ka 
is typically a design goal in order to facilitate plume catchment, i.e., to increase 
Q. On the other hand, kr < ka may be the case if reactive material is installed by 
direct subsurface injection instead of previous excavation. In addition to the 
exact solution of the previous section for kr = ka, an exact solution is known for 
kr >> ka, i.e., when the reactor itself is highly permeable. In this case it does not 
matter whether a gravel pack is actually deployed or not and the solution of 
Klammler and Hatfield, [5], as illustrated by the thin continuous lines in fig. 5 is 
directly applicable. Another exact solution may be obtained by the present 
approach for the absence of gravel packs and kr << ka. While this situation is 
obviously irrelevant for practice (impermeable reactor) it is noted that the 
presence or not of gravel packs in this case does not affect the capture flow Q = 
0. Thus, in terms of capture flow, the solution of Klammler and Hatfield, [5], 
which considers the presence of head equilibrating gravel packs, is exactly valid 
in the limits of kr >> ka and kr << ka, independent of the deployment or not of 
gravel packs. 

For the intermediate case of kr = ka, fig. 5 compares dimensionless capture 
flows for no gravel packs (thick continuous lines; previous section) and with 
gravel packs (thick dashed lines; [5]). Maybe not so unsurprisingly, the 
agreement is very good with a maximum relative difference of approximately 
3% for b/a ≈ 0.5 and f/a ≈ 1. The corresponding flow field for this “worst case” 
configuration is depicted in fig. 4a, where potential lines confirm a relatively 
constant head along the reactor-aquifer interfaces (i.e., AB and CD in fig. 2) even 
without deploying highly permeable gravel packs. Of course, this observation 
does not hold any longer in the presence of a significant flow component qy, 
which, however, does not affect Q. Away from this worst case parameter 
configuration the influence of gravel packs on Q for kr = ka becomes even 
smaller and goes to zero for either b/a, a/b, f/a or a/f approaching zero. 

Based on the above observations that capture flow Q for FG and VEW PRBs 
without gravel pack is identical to or well approximated by Q of respective PRB 
types with gravel packs for the three cases of kr << ka, kr = kr and kr >> ka, we 
propose that Q in the absence of gravel packs and for arbitrary kr/ka may be 
approximated by 
 

 ܳ ൎ ܳ௠௔௫
௄ሺ௞೒೛ሻ

௄ሺ௞೒೛ሻାோ௄ሺ௞೒೛ᇱሻ
 (8) 

 
as derived by Klammler and Hatfield, [5], for PRBs with gravel packs. Qmax is 
hereby the maximum capture flow corresponding to kr >> ka (thin continuous 
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lines in fig. 5), R = bka/(akr) [-] is a dimensionless hydraulic resistance of the 
reactor and kgp [-] is the shape factor for PRBs with gravel packs from Klammler 
and Hatfield, [5; their fig. 4]. kgp is used as the modulus of the complete elliptic 
integral or the first kind K() in eqn. 8 with ݇௚௣Ԣ ൌ ඥ1 െ ݇௚௣ଶ  [-] being the so-
called complementary modulus [10]. 

3 Numerical validation and discussion of results 

The validity and accuracy of the approximation postulated in eqn. 8 remains to 
be evaluated for finite values of kr/ka that are unequal to zero and one. For this 
purpose, a large (200 x 200 cells) two-dimensional finite difference model 
(MODFLOW) is used to perform a systematic numerical validation study. 60 
model runs without gravel packs are conducted with all possible combinations of 
the following parameter sets: (1) kr/ka = {0.1, 1, 10, 100, 106}, (2) b/a = {0.1, 
0.5, 2} and (3) f/a = {0, 1, 3} and w/a = {0.1}. Another 60 model runs are 
performed for the same PRB geometries (i.e., combinations of f/a, w/a and b/a), 
but with gravel packs of conductivity 106ka and with values of kr/ka adjusted such 
that the thickness of the gravel packs does not affect the reactor hydraulic 
resistance value R. The parameter ranges are chosen to encompass most practical 
situations as well as the “worst case scenario” for kr = ka from fig. 5. The large 
value of kr/ka = 106 is used to generate a numerical version Qmax,n of the 
analytical Qmax; differences between Qmax,n and Qmax do not exceed 5% and may 
be attributed to numerical inaccuracies as well as effects of nearby boundaries 
required for the numerical method. In order to approximately correct for the 
latter, numerical capture flows reported in the sequel include a correction factor 
of Qmax/Qmax,n, i.e., an adjustment to honor the known analytical solution for kr 
>> ka. 

Comparing the numerical output in the presence or not of gravel packs it is 
observed over the full range of the simulation study that the differences in 
respective capture flows (counted in the corresponding values of Qmax) are 
mostly below 1% and only exceed 3% in one case. This is a strong indication 
that the approximation of eqn. 8 is, in fact, appropriate and well within the error 
margins of typical field situations. This is further emphasized by fig. 6, which 
graphically compares analytical and numerical solutions for selected 
configurations. The continuous and adjacent dashed lines are analogs to 
respective lines in fig. 5 and represent analytical results from eqns. 7 and 8, 
respectively. Numerical output as indicated by the circular (no gravel packs) and 
star (with gravel packs) markers is in very good agreement, thus further 
validating eqn. 7. The remaining dashed lines correspond to f/a = 1 with kr/ka = 
0.1 and 10 (with gravel packs from eqn. 8), which, by comparison with 
respective numerical output, validate the good performance of eqn. 8 also in the 
absence of gravel packs down to capture flows as low as approximately 5% of 
Qmax. Although little relevant for practice, no significant errors may be expected 
between this and the trivial (but exact) solution for Q = 0. As a consequence, 
eqn. 8 may be regarded as exact for the estimation of capture flows in the  
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Figure 6: Comparison between analytical (lines) and numerical (markers) 

results. Continuous lines and circular markers are without gravel 
packs; dashed lines and star markers are with gravel packs. 

presence of highly permeable gravel packs and as a good (errors in the 1% range 
of Qmax) approximation for capture flows of FG and VEW PRBs without gravel 
packs. 

The small difference in capture flows between PRBs with gravel packs and 
without is a consequence of the fact that the hydraulic head along the reactor 
faces for flow in x-direction is relatively constant even without gravel packs. 
This is further supported by the fact that differences become even smaller as 
VEW of increasing length are added, i.e., as the hydraulic head at the reactor 
faces is even more forced to be constant. The presence of a flow component in y-
direction does not affect capture flow, which is a pure function of qx; capture 
width, in contrast, only remains unaffected when measured parallel to the y-
direction. Even though to a quite limited extent, the presence or not of gravel 
packs does have an influence on capture flows. A closer look at the numerical 
results (or fig. 5) reveals the rather intuitive fact that gravel packs tend to 
increase Q. However, this is only true for low values of R up to a certain limit 
and above this limit deployment of gravel packs can actually decrease Q. We 
surmise that this is due to a “potentiating” effect of the low conductivity of 
gravel packs on the flow regime near the reactor. That is, for low values of R 
flow generally converges from the aquifer into the reactor and highly permeable 
gravel packs contribute to increase this flow convergence and, hence, capture 
flow. In contrast, for high values of R flow divergence, [5], around the reactor 
may occur and gravel packs contribute to further facilitate this phenomenon, 
thus, decreasing Q (however, this is not a typical design situation). 
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4 Summary 

Unfortunately, groundwater contamination is currently a wide-spread (global) 
problem representing a serious threat to ecosystems including ourselves. Once a 
contaminant source and its down-gradient plume are identified, permeable 
reactive barriers (PRBs) provide a potential means for partial or full plume 
remediation with its particular advantages of being passive and in-situ, i.e., 
treatment occurs without pumping and in the aquifer. This is achieved by 
installation of a reactive material in the pathway of the contaminant plume, 
which performs a physical, chemical and / or biological remediation process 
before releasing the initially contaminated groundwater again into the aquifer. 
Engineering intervention into the subsurface by constructing a PRB belongs to 
the class of optimal design problems, with a hydraulic composite assembled as a 
meta-material (aquifer-wall-gravel pack, reactive material as hydraulic 
components of similar-dissimilar permeability) placed and structured in a certain 
manner with respect to the incident groundwater flow. A parameter of 
fundamental interest in the design and operation of a PRB is its capture flow, i.e., 
the portion of the ambient groundwater flow captured and treated. Previous 
analytical approaches by the authors are based on the assumption of the reactive 
material being much more permeable than the surrounding aquifer or, 
alternatively, the assumption that highly permeable gravel packs are present at 
the up and down-gradient faces of the reactor. 

In the present work we investigate the influence of gravel packs on capture 
flows for funnel-and-gate (FG) and velocity equalization wall (VEW) PRBs. An 
exact analytical solution is presented for the flow field and the capture flow for 
the particular case of equal aquifer and reactor conductivities and no gravel 
packs. Graphical inspection of flow fields reveals that the hydraulic heads along 
the reactor-aquifer interfaces are relatively constant even without gravel packs 
and that maximum differences in capture flows with respect to the exact solution 
for gravel packs deployed are not larger than approximately 3%. Inspired by this, 
a systematic numerical simulation study considers a wide range of PRB 
geometries and reactor conductivities to confirm that capture flows of FG and 
VEW PRBs without gravel packs may accurately be approximated by the 
respective known solution (eqn. 8) for PRBs with gravel packs from Klammler 
and Hatfield, [5]. Errors of this approximation are found to be in the 1% range of 
the maximum capture flow Qmax for a highly permeable reactor, which is well 
within the range of uncertainty in field situations. 

Evaluation of eqn. 8 is simple and requires determination of Qmax from the 
thin continuous lines of fig. 5 as a function of the geometric PRB dimensions b/a 
and f/a (for FG) or w/a (for VEW). The shape parameter kgp, also being a 
function of the geometric PRB dimensions, is directly obtained from Klammler 
and Hatfield, [5; their “k” in fig. 4]. The values of the complete elliptic integrals 
of the first kind K(kgp) and K(k’gp) of modulus kgp and k’gp, respectively, are 
easily found from existing look-up tables, e.g., [10], or standard mathematical 
software. Finally, the dimensionless hydraulic reactor resistance R is a function 
of the reactor shape and conductivity as defined immediately after eqn. 8. 
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Airfoil cascades with bistable  
separation control 

V. Tesař 
Institute of Thermomechanics v.v.i.,  
Academy of Sciences of the Czech Republic, Czech Republic 

Abstract 

To accommodate varying flow rate and shaft speed conditions, the airfoils  
arranged in cascades in hydrodynamic machines (turbines, pumps) should be 
variable. Mechanical articulation is expensive and complex, reducing reliability. 
The author investigated separation control by jets issuing from fixed stator 
blades shaped so that the flow past them is switched by short control-jet pulses 
between two alternative regimes differing in the resultant exit flow angle. 
Although applicable widely, in the tests the stator cascades were mostly used in 
simple rotor-less devices operating as a vortex-flow restrictor. Experiments were 
supplemented by extensive numerical flowfield solutions. 
Keywords: separation control, airfoil cascade, Coanda effect. 

1 Introduction: the role of airfoil cascades 

Cascades, the periodic systems of airfoils, e.g. Scholz [1], are essential 
components of hydrodynamic machines, such as pumps or turbines. In these two 
machine types, energy conversion in one direction takes place, e.g. mechanical 
output is produced at the expense of decreasing hydraulic energy. The 
conversion actually usually involves two cascades, a fixed stator cascade and the 
other on the rotor connected with the rotating shaft. The energy transfer between 
the fluid flow and the mechanical work takes place in the rotor cascade. The 
stator (sometimes missing in machines that have to be cheap) either directs the 
flow into the turbine rotor or, in a pump or blower, converts the kinetic energy 
gained by the fluid in the rotor into the pressure rise. More complex conversions 
take place in machines with a pair of rotor cascades, each on its shaft (usually 
each also having its corresponding stator cascade). One of them has the role of a 
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turbine and the other operates as a pump. With mechanical power transfer by a 
shaft connecting the two rotors, it is the case of a turbo-charger. On the other 
hand, in couplings and torque converters it is the fluid flow that transfers the 
power from the driving shaft to the driven one. There are also less common 
machines, such as retarders; in principle hydrodynamic couplings with fixed or 
absent output shaft, used to dissipate the mechanical input power. The flow 
restrictors have no rotor. They dissipate the input hydraulic power by vortex 
flow in a chamber located downstream from the stator. 
     Operating conditions of turbomachines are determined mainly by fluid flow 
rate and shaft rotational speed. In many applications they vary, sometimes in a 
wide range. Geometry of airfoils is designed for a particular working condition at 
which their efficiency attains a maximum. Deviations from this regime 
inevitably change the attack angle at which the fluid enters the cascade. This 
results in efficiency deterioration, especially if the attack angle is large enough 
for the airfoils to stall. Usually, the airfoil shapes are designed with some 
compromising so as to accept attack angle changes within a certain range, though 
the extent of this range is inevitably limited.  
     Acceptable efficiency, even with large variations of the flow rate, may be 
maintained- at least to a degree – by articulated vanes or blades. The standard 
solution (Fig. 1) is to vary the vane attack angle by mechanical actuators. Each 
vane is held in its bearing and all are connected to some actuation mechanism. 
This makes the machine more expensive – and yet the conditions cannot be 
ensured to remain ideal at all vane angular positions (this would require varying 
the vane shape and not just the attack angle). Nevertheless, efficiency  
 

Figure 1: An example of a stator cascade with the classical                         
mechanical articulation by turning the vanes. The necessary vane 
bearings and the actuation levels make this solution expensive and 
acceptable only for very large or very important turbo-machines. In 
the discussed solution, the vanes are fixed and their aerodynamic 
properties are varied by auxiliary control fluid flows. 
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improvement over non-articulated vanes is substantial. Apart from the 
compensation for flow rate or shaft speed variations, the actuator mechanism 
may serve as an input controlling the machine operation. In general, the 
mechanical articulation is justified only in machines handling large power levels. 
This is an unpleasant fact especially for very small turbomachines, belonging to 
microfluidics, e.g. Tesař [7]. Due to the small Reynolds number, efficiency of a 
microturbine is the critical factor and keeping it reasonably high by actuation of 
cascades would be particularly welcome.  
     Since there is a certain range of acceptable attack angles, a design capable of 
operating in two regimes is often acceptable. This may  
simplify the actuation somewhat. In the machines for power transfer  
between two shafts there is a solution using a gearbox connected to one of the 
shafts. This is not uncommon in car automatic transmissions, where it is 
acceptable (in spite of the gearbox cost) because of the long tradition of 
gearboxes in automobiles (and availability of the machine tools for 
manufacturing them). Experience shows that only two gear pairs may suffice 
despite the wide range of the car operating conditions. 

2 Fluidic control of cascade flow 

Characteristic feature of fluid flow control in aerodynamics is replacing the early 
solutions – with typical mechanical linkages and movable flaps or spoilers 
protruding into the flow – by fluid jets. This inspired author's investigations into 
the possibilities of similar development in the turbomachine cascades. The 
example in Fig. 2 is a historical early attempt (Tesař [2]) to replace mechanically 
articulated stator blades of a torque converter. In response to the control flows 
from the slit nozzles in the hollow blades, two flow regimes are possible. They  
 

 

Figure 2: Cascade of airfoils with controlled separation in the passage 
between the blades. Divergence angle   is too large for attachment 
to both walls. Without the control jets (centre), the flow separates 
(assisted by the step) from the dorsal wall. Jets from the slit nozzles 
(left) create the other regime, with the flow separating from the 
ventral side and leaving the cascade at a much larger angle ON. 
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differ in the angle  at which the flow leaves the cascade. The flow thus enters 
the rotating (pump) cascade immediately downstream at different angles of 
attack. If the rotor speed reaches a level at which, in the absence of the control 
flow, the attack angle is too large and the flow would separate from its blades, 
the separation is suppressed by switching the stator cascade to the other regime, 
with smaller attack angles.  
     The more recent designs – Fig. 3 presents an example of an application in the 
stator of a small radial centripetal turbine – retained the basic features of their 
forerunner from Fig. 2: the channel between the vanes causes the main flow to 
attach to one of the two walls further downstream. There are two regimes A and 
B. The inlets for the control flow are in the vanes, which tend to be unusually 
thick (a typical feature of airfoils with separation control). The fact that only two 
regimes are possible, and also that in both there is some separation, admittedly 
relegates this idea to less important machinery, especially of small size. It is an 
advantage that the fixed blades are much easier and cheaper to manufacture than 
their mechanically adjusted equivalents. Of course, availability of the control 
fluid flow, another limiting factor, is seldom a problem. 
     Later, essentially the same idea was applied to a valve presented Fig. 4. It was 
to be used in a filter for removal of particulate emissions from Diesel engine 
exhaust and operated at rather high temperatures. The filter clogs rather fast and 
has to be re-generated by burning the deposited carbon particles. During the 
regeneration the gas flow rate has to be decreased. This is achieved by temporary 
by-passing of the main gas flow through this turn-down valve. Designed 
according to Figs. 5 and 6, the valve contains no moving components and is 
therefore eminently suitable for the demanding conditions of operation at 350–
600 oC. 
 
 

 

Figure 3: No-moving-part stator proposed for a small radial turbine. There 
are only two regimes (control flow ON or OFF). In both, the flow 
separates from one of the vane walls. Efficiency is better than with 
non-articulated vanes. 
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     In this case, the cascade is bistable (while those in Figs. 2 and 3 were 
monostable). Again, the airfoils are rather thick – a feature common in airfoils 
with separation control by jets. They form an axial-flow stator that directs the 
flow passing between them either radially or tangentially into the vortex 
chamber. The divergence angle between the walls m and n (Fig. 6)  
 

  

Figure 4: Jet-switched, axial flow stator cascade used to control the entry into 
vortex chamber in a no-moving-part turn-down valve, originally 
designed to reduce the Diesel engine exhaust gas flow in the re-
generation phase of particulate emissions filter. 

  

Figure 5: The stator cascade of six very thick, very short span airfoils        
from the previous Fig. 4. There is a control nozzle on both sides of 
the gap between the airfoils. 
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Figure 6: The cascade compared with (at the bottom) author’s fluidic bistable 
valve VT30 described in by Tesař [4, 5]. The shape of the airfoils 
was actually designed starting from the geometry of the gaps 
between them. 

is here as large as 40°, symmetric with respect to the entrance axis a. The 
flow attaches either to the wall m or to n. If attached to m the flow enters the 
vortex chamber tangentially and its rotation velocity increases as the fluid 
proceeds towards the exit diffuser throat. The centrifugal effect then nearly stops 
the flow. If the flow is switched to attach to n, it passes radially through the 
vortex chamber. Without rotation, the pressure drop across the valve in this 
“open” state is small. 
     The airfoil design started from the geometry of the gap between them, using 
earlier author’s experience [3–5] with the bistable fluidic diverter valves, as 
shown in Figs. 7, 8, and 9. Because the attachment to any of the two mutually 
opposing walls is stable, considerable saving is achieved of the control flow. For 
the switching, only very short control flow pulses suffice. 
     The problem with the valve of Fig. 4 was the complexity of the spatial 
geometry of the airfoils, Fig. 5, difficult to manufacture on standard machine 
tools when building the one-off laboratory model. This has led to the attention  
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Figure 7: Perspex plates with family (note the different size of outlet 
diffusers) of laser-cut fluidic bistable unvented valves. 

  
 

Figure 8: Laboratory model of 
author’s fluidic diverter 
valve [3].  

Figure 9: A detail of the key  
parts of the valve,  
the cavity for Coanda-
effect attachments and 
interaction of the flows 
– in this case cut in 
Teflon [10]. 

later changed to the version with planar radial-flow cascade shown in Fig. 10, 
much easier to make – Fig. 11. It is again a rotor-less vortex valve. Because of 
most of its operating time spent in the CLOSED, tangential entry regime (the 
turning down is not complete), there is again the monostable behaviour. In 
contrast to the symmetric attachment walls in Fig. 6, here (Fig. 11) the 
preferential attachment wall m is aligned with the entrance axis a – while the 
other wall n was not only inclined at a large deviation angle but also separated 
by the large setback step. The advantage gained is the simplified control, needing  
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Figure 10: A cascade of the author’s radial-flow airfoils in a monostable 
restrictor. The flow rotates so that the centrifugal acceleration turns 
it down – or is switched by control flows into the OPEN low-
resistance state with radial entry into the vortex chamber. 

 

Figure 11: Left bottom corner: detail photograph of neighbouring airfoils 
(their punched workshop numbering may be noted), each held by a 
pair of steel pins. On the right, positioned on the workshop 
drawing, are airfoils during their manufacturing. Control nozzle 
slits were not yet made at this stage. The outer shapes were milled 
simultaneously in the stack of all 16 blades. 
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just a single control inlet. Of course, the attachment to n requires permanent 
control fluid flow to keep the valve OPEN. This was acceptable in the application 
to the Diesel engine filter where short re-generations (with the vortex valve 
open) take place between long-duration periods of sooth removal, during which 
no compressed air flow for the valve control is needed. 
     The monostability is obtained by giving to the wall n a large 41 deg deviation 
angle and also by separating it by the 1.8 mm separation step. The airfoils were 
cut from polyvinyl chloride plate 15 mm thick (nominally). The admittedly 
rather inefficient shape of the control nozzles was dictated by the available area 
inside the airfoils for placing the 9.8 mm dia circular control inlet chambers X 
and also by the method of cutting the nozzle slit.  In another tested alternative, 
Fig. 12, controlling the main flow and not the by-pass, the role of the control was 
reversed: the flow into X is needed to keep the valve CLOSED during the re-
generation. The performance in this version is somewhat better due to the flow 
from the control nozzle in the CLOSED regime interacting with the main flow in 
the  OPEN state. There are two dominant cross sections in these restrictors: (a) the 
entrances into the inter-blade passages, of cross section bh (Fig.5), and (b) the 
vortex chamber exit. An efficient centrifugal action in the CLOSED regime 
requires the exit diameter to be as small as possible. On the other hand, the OPEN 
state requires a large exit area – or more exactly low dissipance [7, 14] of the 
exit, which may be achieved even with a small diameter by placing downstream 
from the exit a diffuser. An important design problem was the proper mutual 
relation between the two dominant cross sections. Early experiments suggested 
the optimum is reached with both areas equal. This remains a useful rough "rule  
 

 

Figure 12: Geometry of the very thick airfoils used in another          
monostable variant of the vortex restrictor valve. In this case (note 
the position of the control X relative to the attachment walls m and 
n) the control flows switch the valve into the CLOSED, high-
resistance regime. 
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of thumb", but a detailed discussion of the more exact solution of this matching 
problem is now available, using the approach discussed in Tesař [5]. 
Investigations performed with the monostable vortex restrictor having the 
cascade of the geometry shown in Fig. 12 and the exits as shown in Fig. 13 have 
shown the optimum conditions attained (Fig. 16) with the area of the exit 
diffuser throat somewhat smaller – only 76% of the total area 16 bh of the 
entrances. As with the vortex-type non-return valves [6], 
 

 

Figure 13: Investigations made to find the matching the cascade properties 
with those of the vortex-chamber exit. Various alternative exit 
diffusers were of identical 170 mm length. 

 
Figure 14: Photograph of the assembled monostable turn-down valve model 

with 16 airfoils and a large-diameter exit diffuser. 
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the turning-down action depends on the flow dynamics so that complete closure 
is not possible. Nevertheless, the demonstrated decrease shown in Fig. 16 to the 
value representing mere 3.6% of the magnitude in the OPEN state at the same 
pressure represents a good performance value, no doubt sufficient for most 
potential applications. 
 
 

 

Figure 15: The two dependences on the exit diameter (the OPEN and CLOSED  
regimes) of the air flow rate through the restrictor with airfoils 
according to Fig. 12 at the same overall pressure drop 5 kPa. 

 

Figure 16: Ratio of flow rates in the two regimes at the same pressure         
drop, plotted as a function of the ratio of the two dominant cross 
section areas: the exit area and the area of the smallest cross 
sections in the channels between the airfoils. 
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3 Conclusions 

Flow control is currently receiving most attention in the field of fluid dynamics. 
Apart from the control logic and sensor systems, considerable work is needed on 
the actuator side – devices enacting large-scale changes in the flowfield in 
response to small control signals, preferably exhibiting high reliability, 
robustness and low cost. Early developments based on mechanical linkages and 
movable bodies protruding into the flow tend to be replaced action of fluid jets. 
Most of this activity is currently in external aerodynamics – mainly for 
improving performance of flight vehicles. Present paper turns the attention to 
applying analogous ideas to internal aerodynamics – namely to airfoil cascades, 
the essential parts of energy converting hydrodynamic machines.  
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Surface forces and wetting features in drops 
and capillaries 
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Abstract 

Using the DLVO (Derjaguin, Landau, Verwey, Overbeek) theory, which 
accounts for quantum mechanics and electrostatics at the macroscopic level, the 
thermodynamic expressions for (thermodynamic) equilibrium contact angles of 
drops on solid substrates and menisci in solid wall capillaries are, operationally 
and unambiguously, expressed in terms of the corresponding Derjaguin pressure. 
The latter’s S-shape is responsible for microdrops and other phenomena 
appearing on flat solid substrates. 
Keywords: DLVO, Derjaguin pressure, surface forces, wetting, drops, 
capillaries. 

1 Introduction: mechanics versus thermodynamics 

In the study of the equilibrium of a sessile drop partially wetting a smooth, 
homogeneous, flat solid substrate, there have been numerous attempts to deduce 
the Young equation for the equilibrium contact angle,  , [1-3] 

 



 slsv 
0

cos , (1) 

where 0
sv , sl ,   are solid-vapor (of a bare solid surface), solid-liquid and 

liquid-vapor interfacial tensions, respectively. As reflected in most textbooks and 
scientific publications, traditional analyses use arguments either from 
thermodynamics or from mechanics, always insisting on eqn. (1) defining an 
“equilibrium” condition. As stated, eqn. (1) defines a contact angle,  , that does  
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Figure 1: A sessile drop on a solid surface in apparent mechanical 

equilibrium. As shown, the angle   defines, following Young, the 
mechanical equilibrium of tangential “forces”. 

    
Figure 2: Wetting (left figure) and mostly non-wetting (center figure) liquid 

films and the “ideal” complete wetting case (figure on the right). 

not depend on the vapor pressure in the ambient air or on the volume of the drop 

or on its radius of curvature,  . To be also noted is that neither 0
sv  nor sl  can 

be measured [2]. 
     However, to a useful first approximation, we have the Kelvin equation [2] 

 
sm

e p

p

v

RT
P ln

2






, (2) 

where m  is the molar volume of the liquid, sp  is the pressure of the saturated 

vapor at the temperature T, R is the universal gas constant, p is the vapor 
pressure that is at equilibrium with the liquid in the drop, and eP  is the excess 

pressure inside the drop. As the right hand side of eqn. (2) must be positive the 
vapor pressure, p, must be above the pressure of the saturated vapor sp  

(corresponding to a flat surface, R ). Hence the drop can be at equilibrium 
with oversaturated vapor pressure only. Thus, eqn. (2) determines a single radius 
of curvature of the liquid drop for each given value of oversaturated vapor 
pressure, p. Accordingly, the contact angle determined by eqn. (1) does not 
correspond to thermodynamic equilibrium. Note that, with oversaturation, the 
equilibration process demands quite long time intervals (on occasion up to 
hours). Surely most of the published data on measured contact angles actually  
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Figure 3: Evaporation flux along a sessile drop surface. 

correspond to so-called (static) advancing contact angles, different from the true 
equilibrium value [2, 4, 5]. 
     If eqn. (1) refers to mechanical equilibrium then, disregarding gravity effects, 
the drop is bound to retain a spherical shape down to the contact with the solid 
substrate, that is, down to the three-phase contact line where the thickness of the 
liquid vanishes. To be recalled is that a displacement of the three-phase contact 
line through the solid substrate as the liquid wets it is hard to explain. Indeed, 
according to standard hydrodynamics, the tangential friction force at the three-
phase contact line diverges to infinite value. Another difficulty with eqn. (1), as 
it stands, is that evaporation seems to take place most vigorously in the vicinity 
of such three-phase contact line (fig. 2). This means that thermodynamic 
equilibrium is violated mostly just in the vicinity of the three-phase contact line 
[6, 7]. 

2 DLVO theory drops and capillaries 

Starting with the work of Frumkin, Derjaguin and Landau, and Verwey and 
Overbeek, and Casimir, in the mid-XXth century, a useful approach (DLVO 
theory) to the problems raised by eqn. (1) [8-10] has been developed, thus 
leading to a sound thermodynamic derivation of the “true” equilibrium contact 
angle [4]. From the work of those authors it became clear that as the three-phase 
contact line belongs to the hundred nano-meter range then at such distances 
between two surfaces quantum mechanics and electrostatics intervene. When all 
their integrated molecular interactions are considered, this led to the introduction 
of so-called “surface forces” and the definition of a new form of pressure of 
significance in the study of thin liquid films and, in general, when two surfaces 
approach each other in vacuum or otherwise, as the “ideal” case illustrated in fig. 
2. Originally, it was denoted as “disjoining” pressure though depending on the 
confronted surfaces and the medium separating them it could be either disjoining 
or conjoining. We shall call it Derjaguin pressure. 
     How much the action of Derjaguin pressure affects the liquid profile 
eventually deviating it from a spherical shape when approaching the three-phase  
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Figure 4: Measuring Derjaguin pressure (as proposed by Derjaguin, Churaev 

and Sheludko) using a porous container A:   gHh   (H may 

be positive or negative). 

      

Figure 5: Exaggerated view (as ehH  ) of a liquid drop partially wetting a 

solid substrate.   is the radius of the “spherical” cap. In the left 
figure the angle e  can be considered as the contact angle at 

(thermodynamic) equilibrium corresponding (following Gibbs) to 
the minimum excess free energy of the system relative to the 
homogeneous flat thin liquid film. The right figure illustrates the 
spherical macro-region, the adsorbed nano-metric liquid film and 
the transition region. 

contact line? How the (thermodynamic) equilibrium contact angle can be 
defined? These questions can be answered by considering the combined action of 
Laplace capillary (“surface tension”) pressure and Derjaguin (“surface forces”) 
pressure acting along the overall drop profile. The Laplace pressure is [2-5] 

 



2

al pp    or otherwise   
  eP

h

h





2321


, (3) 

where for simplicity in two-dimensional geometry (a cylindrical drop) we have 
provided the value of   in terms of the function h defining the drop profile. 

lae ppP   is negative for a drop and positive for a capillary. 

     To carry on the proposed task we must consider that at thermodynamic 
equilibrium the liquid in the drop must be at equilibrium with its own vapor 
(recall Kelvin equation), and also at equilibrium with the solid, both under the 
drop and around it, and the vapor must be at equilibrium with the solid substrate. 
The latter demands the existence of an adsorbed liquid film (of thickness eh ) on 

the solid surface as illustrated in fig. 5. A similar figure can be provided for a 
capillary with, however, opposite curvature [2, 4, 5]. 
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     Let us assume that we can maintain the oversaturated vapor condition over 
the solid substrate long enough until thermodynamic equilibrium is reached. 
Then the liquid molecules in the vapor are in equilibrium with the liquid 
molecules in the drop and with those in the adsorbed film on the solid surface. 
With either partial or complete wetting conditions, the presence of an adsorbed 
liquid layer on the solid substrate demands consideration of a new surface 
tension 

esvh  of lower values than the surface tension of the bare solid surface, 

0
sv . In view of the above, the expression for the excess free energy of the overall 

liquid layer over the solid substrate contains the free energies due to the spherical 
part of the drop and to the adsorbed liquid film with the transition zone: 

   0
svsl

eh
eef dhhhP  


. (4) 

     As earlier noted, eP  is a given Laplace excess capillary pressure and  h  is 

the Derjaguin pressure for a given temperature. 

     We can rewrite the expression (4) as 0
svesvhf   , by introducing 

   sl
eh

eeesvh dhhhP  


, (5) 

as the interfacial tension (which is an excess free energy) of the solid substrate 

covered with the adsorbed liquid film. Then, inserting 
esvh  rather than 0

sv  in 

Young equation (1) we get 

 



 slesvh
e


cos , (6) 

thus defining a contact angle at thermodynamic equilibrium. Consequently, 

 

 
 








eh

eh
ee

e dhh

dhhhP




 1

1cos , (7) 

if recalling the smallness of  ee hHh   we neglect the term eehP . The latter 

equation is the Derjaguin-Frumkin equation for the (thermodynamic) equilibrium 
contact angle. It provides an operational definition relative to eqn. (1) which is 
conceptually unacceptable. 
     The argument is formally valid for both a drop and a capillary. As 

1cos1  e , in the case of partial wetting (water and aqueous solutions over 

most solid substrates) the integral in the right hand side of eqn. (7) must be 

negative   0


eh

dhh , and hence for partial wetting   SS  (actually, this 

condition defines partial wetting). Note that there are an infinite number of 
equilibrium contact angles for a drop on a solid substrate (each of them 
corresponds to a different value of the oversaturated vapor pressure in the  
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Figure 6: Derjaguin pressures,  h , interpreted as isotherms corresponding 

to the cases of complete wetting (1) and partial wetting (2). The left 
figure is for drops and the right figure is for capillaries. In the latter 
the liquid film thicknesses, eh , h  and h , are thin flat films that 

for a given non-vanishing value of eP  could coexist at equilibrium 

with the central part of the meniscus in a capillary when maxeP . 

However, only the first two are thermodynamically stable as 
 

0

dh

hd
 for either eh  or h . Hence h  is unstable. For a drop 

as eP  is negative the left figure shows that there is only eh  and h , 

stable and unstable thicknesses, respectively. The values 0h  and 1h  

denote the zeros of  h  with no other meaning. For minh  and 

maxh  see the main text. 

surrounding air) but there is a single, uniquely defined equilibrium contact angle 
of the liquid meniscus in a partially wetted solid capillary for any 
undersaturated vapor pressure. 
     For completeness let us now focus on the capillary case. There are three 
solutions of equation   0 ee Ph  (fig. 6, right part, curve 2). Only those 

satisfying 
 

0

dh

hd e  are thermodynamically stable. The thinnest film eh  

belongs to the so-called  -branch of the Derjaguin isotherm and it is absolutely 
stable. The thickest film, h , is a metastable solution, with a barrier maxh , and 

belongs to the so-called  -branch. Then h  corresponds to an unstable 

equilibrium flat film. On the surface of thin capillaries only equilibrium  -films 
are observed if maxeP  where max  is the stability limit of  -films (fig. 6). 

This is the case for narrow enough capillaries. However, if maxeP , the 

formation of metastable  -films is possible, and it has been observed 

experimentally. 
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     The  -film is like an adsorbing film while the  -film is called a wetting 

film as it can be obtained by draining a thicker liquid layer. Generally, the free 
energy of  -films is lower than the free energy of  -films, ruling out 

spontaneous    transitions. Typical  -films are the equilibrium films 

occurring when a hydrophilic surface is wetted with water. On the other hand, if 
more of the same liquid is added once the  -film is formed, disregarding 
gravity, it will not spread but rather it will form drops over the  -film (the fact 
that a liquid does not spread on itself is called autophobicity). Note that   or 
 -films may not exhibit interference colors when irradiated with white light and 

when they appear black they are usually called black films. In fact they do have 
destructive interference as two light rays/waves one reflected from the upper 
surface of the film and the other from the opposite surface, travel about the same 
path length but the second comes from the liquid film phase-shifted half a 
wavelength. These black liquid films were studied by Newton and it is 
customary to call the  -black film, a Newton black film, whereas the  -black 

film is called common black film. Aqueous soap solutions easily permit 
visualizing this phenomenon. Indeed, the transition from a thick film to a black 
film is easily demonstrated by allowing a vertical soap film supported on a 
horizontal frame to drain. Initially the whole film exhibits interference colors 
when illuminated, and then a dark boundary, separated from the colored area by 
a silvery band appears at the top and moves downward. This then divides into 
two areas occupied by black films. Note that a bi-layer of soap molecules is just 
a few nano-meters thick. 

3 Non-flat equilibrium liquid films on flat surfaces:  
general thermodynamic approach 

In a thick liquid film if its surface is curved or uneven, the Derjaguin and the 
Laplace (capillary) pressures acting together permit stable non-flat equilibrium 
shapes. Dictated by the S-shaped Derjaguin pressure, in the case of partial 
wetting, micro-drops, micro-depressions and spatially periodic (wavy) films 
could exist on homogeneous, flat solid substrates [11]. 
     Let us insist in that eqn. (7) also shows that the equilibrium contact angle is 
completely determined by the shape of the disjoining pressure in the case of 
molecularly smooth solid substrates. There is no doubt that the surface roughness 
influences the apparent value of the contact angle. However, the roughness 
cannot result in a transition from non-wetting to partial wetting, or from partial 
wetting to complete wetting. The possible existence of non-flat equilibrium 
liquid films points to a scenario of rupture of “thick” metastable  -films and 

their transition to absolutely stable  -films. 
     Neglecting the action of gravity and, for simplicity, restricting again 
consideration to a two-dimensional capillary, the excess free energy of the 
system can be written as 
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       dxhdhhhhPh
h eh

ee








 




 

 
11 2 , (8) 

where the coordinate x is taken along the flat solid surface of the wetted 
capillary. Such excess free energy is the excess over the energy of the same flat 
surface covered by a thermodynamically stable equilibrium  -film. Although 
such reference state results in an additive constant in expression (8), it is needed 
to study the liquid profile in a vicinity of the apparent three-phase contact line. 
Any liquid profile,  xh , which gives the minimum value to the excess free 

energy,  , describes an equilibrium configuration. For a minimum we must 

have: (i) 0 ; (ii) if       




 

 

h eh
ee hdhhhhPhf 11 2 , 

then 0
2

2





h

f
; (iii) as the solution is a curve,  xh , the problem is in functional 

space and a secondary variational principle is needed [12]. This leads to a Jacobi 

equation  
 

0
1

232








u

dh

hd

h

u

dx

d 
 whose solution cannot vanish when the 

unknown, x, is inside the region under consideration, except at the boundaries of 
the integration; and (iv) at the three-phase contact line, a smooth transition must 
occur from a non-flat liquid profile to a flat liquid film (transversality condition): 

0








xh

f
hf . The actual three-phase contact line, virtually located at the 

border of   in fig. 5, corresponds to the intersection of the evolving liquid 
profile with the equilibrium liquid film of thickness, eh , and not to the 

intersection with the solid substrate. Then 0
1

11
2

2
2 






















 

xh

h
h , or 

1
1

1
2














 xh
. The latter and hence the mentioned smooth transition occurs 

when   0 xh , or   0 ehh , hence 0h , x , where x  means 

that it “tends to the end of the transition zone”. 
     The first condition (i) yields 

  
  ePh

h

h





2321


, (9) 

which is the Laplace-Derjaguin equation. Indeed, the first term in the left hand 
side of eqn. (9) corresponds to the Laplace pressure and the second term to the 
Derjaguin pressure. Note that for a flat film the first term of the left hand side 
vanishes and hence   ePh  . If the thickness of the liquid is beyond the range 

of the surface forces action (above hundred nm) then eqn. (9) describes either a 
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flat liquid surface  0eP , or a spherical drop profile  0eP , or a curved 

meniscus profile  0eP . The second condition (ii) is always satisfied. 

     Direct differentiation of eqn. (9) yields  
 

0
1

232








dx

dh

dh

hd

h

h

dx

d 
.  

Accordingly, the solution of the Jacobi equation is hu  const . Hence, there is 

stability if   00  xh  with 0x  different from the boundary points; otherwise the 

system is unstable. 

     Integrating equation (9) we have: 
 










h
e dhhhPC

h 21

1
, where C is 

an integration constant. Needless to say the right hand side must be positive. In 
the case of a meniscus in a flat capillary the integration constant, C, is 
determined from the condition that at the capillary center:    Hh , which 

gives HPC e , where here H is the half-width of the capillary. In the case of 

equilibrium drops the constant should be chosen using the condition that at the 
drop apex, Hh  :   0 Hh , which results in HPC e  . An alternative way 

of getting the integration constant C is using the transversality condition. 
     A profile of the transition zone between a non-flat meniscus in a flat capillary 
and a thin  -film ahead of it in the case of partial wetting is depicted in fig. 7 
(to be compared with fig. 6, right part, curve 2, for a flat meniscus). In the 
transition zone both Laplace and Derjaguin pressures act simultaneously. It 
appears that the liquid profile is not of uniform concavity from the vapor side, 
but changes curvature inside the transition zone. 
     In the transition zone (fig. 7, right part) all thicknesses appear from the very 
thick, outside the range of the Derjaguin pressure action, to the thin  -films.  
 

 

Figure 7: Partial wetting of a capillary. Enlarged view of the liquid profile 
inside the transition zone in “thick” capillaries. S-shaped disjoining 
pressure isotherm (left side) and the liquid profile in the transition 
zone (right side). Here eh  corresponds to the stable “thin”  -film, 

and h  to “thick” t  -films as defined by   0 ePh . 
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Then the Jacobi equation condition (iii) above must be used rather than the 
stability condition (4) used in the case of flat films. Indeed, the transition zone is 
stable if  xh  does not vanish inside it. Such peculiar shape of the transition 

zone, where both the capillary pressure and the disjoining pressure are equally 
important, suggests looking for stable solutions other than flat liquid films of 
constant thickness. 

4 Non-flat equilibrium films. Microdrops: the case 0eP   
(undersaturation conditions) 

Let us consider the possible existence of microdrops, i.e., drops with an apex 
height in the range of influence of the Derjaguin pressure [4, 11]. In this case the 
drop does not have a spherical part even at its apex, because its shape is 
everywhere distorted by the action of the surface forces. The transversality 
condition at ehh   gives   0 ehh , and hence the drop edge approaches the 

equilibrium film of thickness eh  on the solid surface at vanishing microscopic 

contact angle. This permits to fix the earlier mentioned integration constant 

 


eh
ee dhhhPC  . Then, the microdrop profile (fig. 8; to be compared 

with fig. 6, left part, curve 2) follows from imposing 
  

1
2

2





hL

h



,  

 

          

Figure 8: Microdrops. Left figure, upper part: S-shaped Derjaguin (pressure) 
isotherm; bottom part:  hL  (see main text). The value   0hL  

determines the drop apex, h . Right figure: profile of an 

equilibrium microdrop. The apex of the microdrop is in the range of 
the Derjaguin pressure action, and hence the drop is not spherical 
even at the drop apex. 
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with      
h

eh
ee dhhhhPhL  and    hL0 . The first equality 

corresponds to vanishing derivative, h , while the second one corresponds to the 
infinite derivative. 
     Let h  define the apex of the microdrop. The top part of the left fig. 8, shows 

the S-shaped dependence of the Derjaguin isotherm,  h , while the bottom part 

shows the curve,  hL , which is maximum or minimum when  hPe  . At the 

apex of the drop, when  hh , the first derivative must be zero,   0 hh  and 

hence   0hL . Take the origin placed at the center of the microdrop which 

corresponds to its formation at undersaturation, 0eP . In the range 

max0  eP  the equation  hPe   has three roots (fig. 8, left part); the 

smallest corresponds to the equilibrium flat  -film of thickness, eh . For the 

existence of microdrops we must have: 0h  at  hh  and 0h  as ehh  , 

hence hhh   . Then    




h

eh
ee dhhhhP , whose solution, h , must 

satisfy the inequality hhhu    as illustrated in the bottom part of fig. 8, left 

part. As the left hand side is positive, so must be its right hand site. Hence, a 
sufficient condition for the existence of equilibrium microdrops is that   SS . 

This implies that the S-shaped Derjaguin (pressure) isotherm leads to an 
equilibrium contact angle of zero value. Consequently, microdrops at 
thermodynamic equilibrium are not possible if there is partial wetting, when 

  SS  or with complete wetting, when the Derjaguin pressure decreases in a 

monotonic way, as for example with   3hAh  . 

5 Concluding remarks 

Summarizing, we have shown that the thermodynamics of drops and liquid films 
with curved menisci involves, for a given temperature, both the Laplace 
(capillary) pressure and the Derjaguin (surface forces) pressure. Once the 
Derjaguin (pressure) isotherm is known we can define, operationally and 
unambiguously, what do we mean by complete wetting, partial wetting and non-
wetting. For the partial wetting case, the S-shaped Derjaguin isotherm, 
determines “true” thermodynamic equilibrium contact angles for drops of 
capillaries. Such S-shaped form is also responsible of the possible existence of 
microdrops, and even for micro-depressions and equilibrium periodic films on 
flat solid substrates. 
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Power optimization of the complex 
pumping system 
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Abstract 

This paper proposes a solution to the problem of reducing production costs for 
supplied domestic water, which directly affects the reduction of electric power 
consumption. The paper presents the methodology and the program of calculus 
for the transport’s optimization of the water under pressure in the system of 
supply with water of Iasi city. The optimization process will take into account 
that the profitability of water distribution activity depends on the relationship 
between supply capability and operating costs. Therefore, the process depends 
on the volume of required investment, on the specific consumption electrical 
power for pumping, on the price of electricity, as well as on the volume of water 
billed on a monthly basis. The optimization calculation will use two target 
functions: total maximum efficiency and total electric power consumption 
required for transport of each cubic meter of supplied water, and cubic meter of 
sewage water, respectively. The mathematical methods may be improved by 
taking into account all active consumers in the network with simultaneous water 
requirements, at each moment of the day. 
Keywords: adduction, flow, hydrophore, pipe network, pump, tank. 

1 Introduction 

The paper shows a determination method about the pumping installation’s 
average global output in the adjustment situation through hydro – pneumatic 
heads. It is presented an analyze method about power and economical efficiency 
of the pumping installations equipped with only one type of pumps. The 
adaptation to variable regimes is done by the hydrophore’s usage. The best 
power and economical performances will correspond to the pumping solution 
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which ensures the covering of the request area flow, head (Q, H) with the best 
outturn. 
     The theoretical considerations are accompanied by the examples concerning 
an under pressure station from a collective system about supplying with urban 
water. 
     Profitability of water distribution activity depends largely on the relationships 
between operational capability and service costs, related to supplier’s 
performance, volume of distributed water and effective operating costs [1]. The 
main variables that influence the total selling price are required investment value, 
specific consumption of electrical energy for pumping power, unit price of the 
electrical energy and total volume of monthly consumed water billed. The 
selection of rehabilitation and modernization measures must rely on market 
studies results that appropriately establish the quantities of water that may be 
distributed and billed. Present and future water requirements will be determined 
based on the analysis of actual operation data and on estimation of future trends 
in water consumption on national and international levels. 
     Authors used original mathematical algorithms to develop original computer 
programs that calculate, at each moment in time, depending on the number of 
active consumers connected simultaneously to the network, the functional 
parameters of the ensemble pumping station – hydrophore – pipe distribution 
network, as well as the available consumer parameters. This may be done in the 
hypothesis of a minimum price of cubic meter of pumped water. 
     The automatic calculation program defines the exploitations regimes for the 
overall output’s installation to be maximum and the total typical energy 
consumed to be minimum on the work cycle ensemble. 

2 Optimization problem’s wording 

The pumping efficiency is established by studying technical implications of 
modernization measures of the power station. Energy efficiency and economic 
efficiency for the pumping supply system are tightly connected to the proper 
choice of pumping device and appropriate operation of the hydraulic system. The 
best performances are obtained when, in order to meet the consumer 
requirement, the pumps are set to operate for regimes with efficiencies that are 
close to their maximum values. The equipment required for the pumping station 
must meet the operational characteristics of the network, as well as the 
relationships between the flow rate and specified hydraulic energy required by 
pumps, depending on various operational configurations. 
     The paper presents the authors efforts to find the optimum solutions to ensure 
proper servicing of consumers, 24 hours a day, and reduction of operation costs, 
proposing the following measures: 
     1. Rehabilitation of pumping stations, as the capacity of supply has to meet 
the requirements of the consumers and to take into account the present trend in 
domestic heating and hot water preparation by individual apartment heating 
units. The rehabilitation activity consists in replacing the present pumping 
devices with new ones that feature functional characteristics that correspond to 
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the present and future requirements of the consumers. These new devices will 
exhibit technologies present today on the worldwide market. 
     2. Modernize the pumping station to ensure the increase of energy efficiency 
and economic efficiency of the domestic and industrial water supply activity, 
that is, introduce the process automation for a reduced specific consumption of 
electric energy and reduced operational workforce. 
     To solve the optimization problem, the authors developed a general 
mathematical model that will emphasize the importance of the relationship 
between energy side and technological side of the analyzed process. 
     The calculation of the ensemble’s overall output formed by the pumping 
station, the distribution network, consumers, loads into consideration the charge 
specific features which correspond to each ensemble’s element, for the two work 
phases of hydrophore: fill up and emptying. It will correspond in (Q, H) plane by 
one specific feature of the network – consumer ensemble, for each combination 
(number, type, position) of active consumers. 
     It heads into consideration the head equal specific feature HR, (HD - head in 
pipes network origin; QD - flow in network origin; QR - network flow; αn - 
heading grade on network): 
 

  
D

2
D R

R 2 2

. 
;  0, 1  1   .

.  
n

n

H Q
H

Q
   


 (1) 

 

     The hydrophore’s head in the analyze section (O) in filling stage H(O)u is 
shown by the following mathematical relation, (HgH - hydrophore geometrical 
head; HH - hydrophore head; MrH,u - hydrophore resistance hydraulic modulus for 
filling; QH,u - hydrophore flow for filling): 
 

 ,   2
uH,urH,HgHu(O), QMHHH   (2) 

 

compared to the water level from the pumping station’s aspiration basin, in the 
analyze section O, for filling up and: 
 

 2
eH,erH,HgHe(O),  QMHHH   (3) 

 

for emptying, (H(O),e - hydrophore head in section O, emptying stage; MrH,e - 
hydrophore resistance hydraulic modulus for emptying; QH,e - hydrophore flow 
for emptying). It was made a program of automatic calculation which can 
determinate the functional and energetic specific feature of hydraulic machines, 
for ordinary speed n and nominal speed no. The charge specific feature of the 
pumps can be designed as parabola with completely equation, or as parabola 
with incompletely equation, (H - pump head; Hpf - pump head; kpf - pumps 
resistance hydraulic modulus) [7]: 
 

 2
o 1 2. .   ,QH H H H Q     

2
pf pf .   .H H k Q   (4) 

 

     The gap between the flow delivered by a pump with discontinuous running 
and the one the network is really supplying (keeping head H in the range that 
ensures the prescribed quality of the supply), compensation capacity has to allow 
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the creation - between the minimal level, corresponding to the necessary pressure 
which keeps the minimal head requested by the network Hm, and the maximal 
level HM, which is accepted through technical and energetic criteria and ensures 
the maximal superior limit head on the recommended operating range: 

M mH H H   of a serviceable water volume Vu. This value is calculated from 

the condition that imposes that, compared to the average pump flow Qpm - on the 
recommended field (Hm, HM), duration of the filling-emptying cycle Tc - between 
two successive pump start-ups - to be at least equal with a minimal admitted time 
Te, which is specific to the chosen electric drive: 
 

 pm c
u

.

4

Q T
V  ; c eT T . (5) 

 

     The outturn specific feature of the pump written as parabola with equation 
without free term, (R1 and R2 are parabola constants): 
 

 2
p 1 2.    .R R  Q R . Q   (6) 

 

     The program calculates the resistance hydraulic modulus for any pipe - line 
network, taking notice of all singularity types. The head specific feature for 
pumping station HPS has the following mathematical form, (Mro - pipes network 
resistance hydraulic modulus; p - pumps number; QPS - pumping station flow): 
 

 pf ro 2
PS pf PS2

,
K M

H H Q
p


   (7) 

 

     The mathematical expressions that define the flow and the head for pumping 
station – networks – hydrophore filling stage ensemble, in O section are: 
 

 pf g,R-H,u
PS-R-H,f

pf ro
R-H,u 2

,
H H

Q
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M
p
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
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PS-R-H,u pf 2

R-H,u

pf ro

.
.

1

H H
H H

M p

K M


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


 (8) 

 

     The power asked by network Nc,u and the absorbed power by pump Na,u in the 
filling stage have the following mathematical relation: 
 

 c,u PS R H,u (O),PS-R-H,u.   .   N Q  H  
;

p,u p,u PS R H,u
a,u p,u

p m

γ.
 .

η .η

Q H  p Q
N Q

p
  

.  .
 ;  (9) 

 

     The total outturn of pumping aggregate – networks – hydrophore fill – up 
stage ensemble has the following mathematical relation: 
 

 ,
u,PA m 2

pf ro PS-R-H,ua,f
2

(O),PS-R-H,u

1
η η . .

1  

c fN

K M QN

p H
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


p   (10) 
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     The hydrophore is acting in the network like a generator and has the 
following flow, in the emptying stage: 
 

 g,H (O)
H,g

rH,g

.HH H H
Q

M

 
  (11) 

 

It can be written these relations in accordance with the continuity equation, for 
the O section in the emptying stage of hydrophore: 
 

 (O),H-SP,g (O),H,g (O),PS.Q Q Q   (12) 
 

     The flow and the head for pumping station – networks – hydrophore 
emptying stage ensemble, in O section are: 

 PS-H,g
PS-R-H,g

PS-H,g R

H
Q

M M



; 

(O),PS-R-H,g PS-H,g
R

PS-H,g

1
 1

1
H H

M

M

 
 
  
  
 

 (13) 

 

     The powers asked by network and pump, in the emptying stage have the 
following mathematical forms: 
 

.  ;
 . 

 .  .
 ;  .  . 

gH,gH,RPS
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gp,gp,
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QQ
Q
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





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
 (14) 

 

     The overall outturn of the pumping station – networks – hydrophore emptying 
stage ensemble, in O section has the following mathematical relation: 
 

 

 
c,g m p

g,PA
2a,g H,g

PS-R-H,g H,g2
(O),PS-R-H,g (O),PS-R-H,g

 1
 . 

1 1  
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N Q k
Q Q

Q p H

 
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   
          


 (15) 

 

     The operational regimes for the pumping station supplies (ensemble of active 
pumps in the pumping station – open level tanks – slopes) will be analyzed 
taking into account required static heads, which vary in a pre-established range. 
This will emphasize the options to increase the designed flow rate, and determine 
energetic and economic characteristics of the typical operational regimes. One of 
the goals is to increase the transport capability of gravitational supplies. Energy 
employed to transport the fluid unit weight in the network unit length is given by 
the hydraulic head Jo – a parameter that influences every energetic and economic 
characteristic of the water transport and distribution ensemble pumping station – 
pipe network – consumer, . .oJ m Q D  . Ht represents the head loss in the 

discharge pipe for the pipe material, . . .tH m L Q D  . To cover for the head 

losses in water transport of the annual volume Wo that is absorbed from the 
supply source [5], the energy required E’p is: 
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     Constant F is calculated with the form, (f, g - specific parameter; p(qi) - 
relative flow frequency; qi - relative flow; β, γ - constant of hydraulic slope): 
 

    1 1
i i ii

i
. ;   . ;   .

i
F f g  f q p q g q p q      (17) 

 

     The investment in constructions and devices Ip for pressurized transport is, 
(IPo - investment in pumping station; ip - investment coefficient in constructions 
and installations): 
 p po p i.  .I I i N   (18) 
 

     Processing the data acquired on the dependence between the investment in 
pipes IR and the rated diameter D it follows that, (io - coefficient investment in 
pipe network; L - pipe length; nN - upsetting pipe number; b - constant): 
 

  R N o.    .  .I n  L . i b D   (19) 

 

     The unitary cost of power energy po is different in the vertex period of head 
curve against basis period [2], (pb - basis energy unitary cost; pv - vertex energy 
unitary cost; tp - pumping daily average time; tvp - pumping daily average time in 
vertex period): 

   νp ν
o b p ν p

bp

 . 1 ν  . 1  ;  ν ν

t p
p p m  ;  m .

pt
      

 (20)  

 

     The yearly average expenses quota in pumping station aP” and the yearly 
average expenses quota in discharge pipe aR” take into account different 
development rates for various economic domains that affect this analysis and all 
expenses are computed relative to the same moment in time: the first day of 
operation [2], (ap - average overall quota in pumping station; ar - average overall 
quota in pipe; r - monthly average rate for updating; t - recovery time of 
investment; Tr - existence standardised duration for the analysed system; ua - 
annual average increase instalment; uc - average parameter of cost annual 
increase; ue - actualisation coefficient): 
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     The energy unitary specific consumption es depend of flow QH,u, head 
hydraulic power HH,u and outturn ηH,u corresponding to mathematical relation: 
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     The optimization problem consists in identification of the proper values for 
pumping station operational parameters that will determine the minimum 
specific consumption averaged on yearly basis, abiding by the operational and 
constructional restrictions as well as assuming normalized section dimensions; 
some of these variables (D, L, n, η) have direct or indirect influences on 
device’s proper operation [3]. The goal is to determine the values of the D, L, n 
parameters that minimize the economic target function Z(D, n). This function is 
given by the equation (24): 
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     The solution for the pair of variables (D, n) is given by the values that 
minimize the economic target function Z(D, n); mathematically this means: 
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     The mathematical formulae for the optimum number of discharge pipes and 
for the optimum pipe diameter are: 
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 (26) 

 

     The optimum pump type and dimensions (number of stages and rotational 
speed) is determined such as it may ensure the required flow rate, with specified 
head, for the highest value of efficiency; this value will become the reference 
maximum efficiency for pump selection. 
     For a given water supply system, with specified operational capacity, the 
same mathematical model is used, but this time the nominal diameter of the 
discharge pipe is known; it is possible to calculate an optimal flow Qopt and then 
(with imposed conditions) the minimal annual average total cost. Then, 
comparing with the required supply capacity and analyzing previous data, the 
measures for modernizing and improving the studied water supply system may 
be chosen. 
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     To make the best selection of a pump, it is useful to determine maximal 
efficiencies that can be reached by pumps having z = 1, 2, ..., k* stages, which, 
drive at different synchronism speeds, and may ensure the requested (Q, H) 
parameters. This is the method used to establish all functional and constructive 
pump characteristics and, also, the energetic performances required. 
     The selected pumps need match the required variables imposed by the water 
transport supply network. To reach this goal, pumps may be operated 
intermittently, or required flow rates may be compensated with a supplemental 
tank, that may be free level tank or air cushion tank (booster) that keeps constant 
operational pressure, ensuring also the network surge protection [6]. 
     Efficiency of this control method is conditioned by satisfying the network 
requirements, maintaining the pump efficiencies in the neighbourhood of their 
maximal efficiency. Efficiency may be maintained at high levels if pump is 
properly sized and the compensation capacity is adequate. Also, it is mandatory 
to adequately operate the system composed of pumps, tank and network. 

3 Experimental results 

The optimization method is applied in the pumping station Codrescu, Iasi, for 
drinkable water, Figure 1. The pumping station is equipped with EP NK 64 x 4 
pumps and rotational speed of n = 2900 rpm. Using several original 
mathematical algorithms, authors developed a computer program that calculates 
the functional parameters of the ensemble pumping station – hydrophore – pipe 
distribution network, as well as the available consumer parameters [4]. This may 
be accomplished at each moment in time, depending on the number of active 
consumers simultaneously connected to the supply network, in the hypothesis of 
a minimum price of cubic meter of pumped water. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 

Figure 1: The drinkable water supply system scheme of Iasi city with 
Codrescu pumping station. 
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Figure 2: Nominal outturn variation Rpo in accordance with head H for EP 
NK 64x4 pump. 

 
 
 

 
 
 
 
 

Figure 3: Unitary specific energy consumption variation es depending on 
head H, after the system’s optimization. 

 
     Figure 2 shows the variation of outturn in accordance with pump’s head 
Rpo(H). 
     The unitary specific energy consumption es(H) for EP NK 64x4 pump 
depending on head, after the system’s optimization are presented in Figure 3. 
The energy specific consumption es depend on the energy consumed in the 
period reference and water volume delivered in same period. 
     Figure 4 shows the working regimes of Codrescu pumping station at 
hydrophore heads HH = 15 m, after the system’s optimization. It is drawn 
outturn curves for RH,u = 50 ÷ 68%; also are drawn the variations of flow 
QH,u, head HH,u, hydraulic power NH,u and unitary specific energy 
consumption variation es for different static head on hydrophore HH at filling 
stage. The flow, power and unitary specific energy consumption variation 
depending on the hydrophore head, in filling stage, after the system’s 
optimization are shown in Figure 5. 
     Codrescu pumping station working on hydrophore and outturn depending on 
flow Q, after system optimizations are presented in Figure 6. The recovery time 
of investment for the rehabilitation of Codrescu pumping station depend on the 
pumped water volume Wo and the monthly instalments number of credit engaged 
for the rehabilitation’s achievement. 
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Figure 4: The working regimes of Codrescu pumping station with 
hydrophore head HH = 15 m, at filling stage, after the system’s 
optimization. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Flow, power and unitary specific energy consumption depending 
on hydrophore head, in filling stage, after the system’s 
optimization. 
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Figure 6: Codrescu pumping station working on hydrophore and outturn 
depending on flow Q, after the system’s optimization. 

4 Conclusions 

The replacement of the existent equipment, that is obsolete from physical and 
technological point of view, must be done with new equipments with 
performances that will meet the requirements of an optimum operation from both 
energetic and economic perspectives. The water transport and distribution 
network must have the capability to meet the requirements of the consumers. 
     The insurance of efficient operation relies on automatic supervision and 
control of pumping installation, as well as automatic adjustments to variable 
consumer requirements. 
     The proposed analysis method is based on the system’s mathematical 
modelling, simplified by analytic specific features of its components and the 
automated data processing system. 
     This analysis method has two objectives: the determination of the overall 
output about the pumping station – network – hydrophore – consumer’s 
ensemble and the consumer’s total typical energy es. The analyse was done to 
define the regimes of exploitation thus the overall output of the installation to be 
maximum, and the consumption of total specific energy to be minimum on the 
entire working cycle. Those two distinctive fazes of the hydrophore function 
(filling in/emptying) have been analysed depending on the loading grade of the 
network, α = (0,1 ÷ 1). The hydraulic system works with the following 
parameters: head H = (43 ÷ 73) m, flow Q = (5 ÷ 7,3) m3/s, es = (4,5 ÷ 6,25) 

0 1 2 3 4 5 6 7 8 9 10
0

10

20

30

40

50

60

70

Hpo Q( )

HI 55 15 Q( )

HI 55 22 Q( )

HI 55 30 Q( )

Rpo Q( )

Q

Advances in Fluid Mechanics VIII  367

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



kWh/m3, η = (63 ÷ 68)%; these parameters are imposed by analysing with this 
method, through application of the software made by author. 
     If the consumers want to have a better water supplying regime (head H, flow 
Q and outturn η), the better parameters cannot be realised without increasing the 
total specific energy: meaning that the price of the water will grow up as well. 
     The research results are used for design optimization of the water supply 
installation for areas with various relief forms. The proposed method for 
energetic optimization allows a reduction with 10  15% of the energy 
consumption required to operate the pumping station – network – hydrophore – 
consumers ensemble. 
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Abstract

This paper deals with an elliptical cylinder in regular waves and investigation
is made to determine the exciting forces and moments exerted on this body in
regular waves. We have used the potential theory formulation in this case under
the assumption that the viscous effects are negligible. An analytical solution to
the linear wave diffraction problem, in terms of the infinite series of Mathieu’s
function, for a fixed vertical cylinder of elliptical cross-section in water of finite
depth d has been presented. Further, Mathieu functions were simplified by taking
the characteristic number s to be independent of the parameter q. The values of
these simplified forms of Mathieu functions are substituted in the closed form
approximations for the force and moment components for small eccentricity e of
the cylinder, and the results thus obtained are compared with the existing results in
the previous literature. The comparison shows good agreement except for e = 0.9
and e = 1.0. The limiting case of the circular cylinder, obtained by taking e = 0,
has also been studied. The horizontal and vertical forces for the circular and
elliptical cylinder for angle of incidence α = 0◦ and 90◦ have been compared.
Keywords: hydrodynamics, loading, forces and moments, elliptic cylinders, regular
waves, finite depth oceans, diffraction, scattering.

1 Introduction

The determination of wave forces on offshore structures is essential to study
the effects of waves, wind and current on them. The offshore structures should
experience minimal movement to provide a stable work station for operations
such as drilling and production of oil. The solution to the problem of ocean wave
interaction with offshore structures is usually very complex. In many cases, only
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an approximate solution is sought. Some of the mathematical techniques required
for the hydrodynamic problem associated with the design of offshore structures are
analytical while many are numerical in nature. While the evolution of computers
has made the numerical methods more advantageous over the classical analytical
methods, numerical methods alone cannot find absolute success without being
complemented by either analytical methods or at least experiments; in this sense
analytical methods become a cost efficient and handy technique for designers in
most cases.

The diffraction of plane waves by circular cylinders and ribbons is well known
and adequately documented in the literature. Both situations are the limiting cases
of the corresponding elliptical-cylinder problem. Many studies have been done
on the interaction of electromagnetic or sound waves with an elliptic cylinder of
infinite length. The solution to the problem of diffraction of electromagnetic waves
by an elliptic cylinder and the corresponding Mathieu function series solution was
originally given by Sieger [4]. This paper attracted scant attention, owing possibly
to a lack of physical applications, and to analytical difficulties; for the Mathieu
functions could not be treated in a straight forward way like Bessel functions or
Legendre polynomials.

Chen and Mei [1] investigated the problem of scattering of linear progressive
waves by an elliptic cylinder. They obtained the various force and moment
coefficients in terms of Mathieu function series and presented extensive numerical
results for arbitrary wavelengths using a computer program developed by
Clemm [2] for the Mathieu functions.

In the present work the theory developed by Williams [5] has been used to
obtain the force and moment coefficients on the surface of a fixed elliptic cylinder
in water of finite depth for various angles of incidence and for a wide range of
eccentricities ranging from 0.1 to 1.0. While deriving the approximate expressions
for the force and moment coefficients for small eccentricity Williams [5] has
adopted the notations of McLachlan [3] while in the present analysis simplified
forms of Mathieu functions given.

2 The coordinate system

Consider a fixed, rigid vertical cylinder of elliptical cross-section in water of finite
depth d (Figure 1). The coordinate system is fixed with the x-axis along the still
water surface and the z-axis pointing vertically upwards along the axis of the
cylinder. Since the objective of this investigation is to study the potential flow
around an elliptical cylinder in the x-y plane, therefore, the elliptical coordinate
system would be the appropriate and logical choice. The elliptical coordinates are
denoted by (ξ, η, z) where ξ = constant and η = constant are families of confocal
ellipses and hyperbolae, intersecting orthogonally, with common foci (±c, 0).

The elliptical coordinates (ξ, η, z) can be related to the Cartesian coordinates (x,
y, z) by using the following transformation. x = c cosh ξ cos η, y = c sinh ξ sin η
and z = z. The semi-major and minor axes of the ellipse are given as follows.
a = c cosh ξ and b = c sinh ξ. The eccentricity of the ellipse can be expressed as
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Figure 1: Definition sketch for an elliptic cylinder.

e =
√

1 − (b/a)2. The focal distance is given by c =
√
a2 − b2. If we keep focus,

c, fixed and let eccentricity e → 1, ξ → 0, the elliptical cylinder transforms to a
line of length 2c. Alternatively, if we allow e→ 0, ξ → ∞, then a→ b, the ellipse
will transform to a circle with radius r = (x2 + y2)

1
2 .

3 Mathematical formulation

A simple and concise mathematical model to study the potential flow around an
elliptic cylinder can be constructed by using the well known general assumptions
which govern any flow around a solid geometry. To facilitate this, we consider an
inviscid, homogeneous and incompressible fluid and the flow around the object to
be irrotational. By virtue of these assumptions, Euler’s and the continuity equations
can be simplified to yield Laplace’s equation. Let Φ(ξ, η, z, t) denote the total fluid
potential and let z = γ(ξ, η, t) be the equation of the free surface, where (ξ, η, z)
are the elliptical coordinates. Then everywhere in the region of the flow, the fluid
motion is governed by Laplace’s equation.

∇2Φ(ξ, η, z, t) = 0 (1)

where ∇ is the Laplacian operator.
The velocity potential is subject to the following linearized boundary conditions:
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Bottom boundary condition:

Assuming the floor of the ocean to be flat, the boundary condition at the ocean
bottom states that the vertical component of the velocity is zero at the bottom

∂Φ
∂z

= 0 at z = −d; (2)

Body surface boundary condition:

On the surface of the body the velocity of the fluid must be equal to zero

∂Φ
∂ξ

= 0 on ξ = ξo (3)

Dynamic free surface boundary condition:

The dynamic free surface condition is derived from the Bernoulli equation, on the
assumption that the atmospheric pressure outside the fluid is constant.

gγ − ∂Φ
∂t

= 0 on z = 0 (4)

Kinematic free surface boundary condition:

The kinematic condition states that a particle lying on the free surface will continue
to remain on the surface. Mathematically,

∂γ

∂t
+
∂Φ
∂z

= 0 on z = γ (5)

Equation (5) is a concise form of kinematic free surface boundary condition from
which the nonlinear terms have been omitted. The dynamic and the kinematic free
surface boundary conditions can be combined together to yield one equation which
is known as free surface boundary condition,

∂2Φ
∂t2

+ g
∂Φ
∂z

= 0 on z = 0 (6)

Radiation condition:

In addition to the above boundary conditions, there is the Sommerfeld radiation
condition to be discussed. This radiation condition is introduced after splitting the
total velocity potential Φ as the sum of an incident wave potential ΦI and the
scattered wave potential ΦS that is

Φ = ΦI + ΦS (7)

At large distance from the cylinder the scattered potential must be an outgoing
wave i.e ΦS must satisfy the radiation condition, namely

∂φS

∂r
± ik1φS = 0 as r → ±∞ (8)
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where Φs = Re(φse
−iσt)) and k1 is the incident wave number. Here Re stands for

the real part, σ is the wave frequency and φs the complex wave potential.

4 Solution of Laplace’s equation in elliptical coordinates

Laplace’s equation in cartesian coordinates (x, y, z) is written as:

∇2Φ =
∂2Φ
∂x2

+
∂2Φ
∂y2

+
∂2Φ
∂z2

= 0 (9)

The above equation can be expressed in terms of elliptical coordinates (ξ, η,z) by
using the transformation stated in section 2:

∂2Φ
∂ξ2

+
∂2Φ
∂η2

+ c2(sinh2 ξ + sin2 η)
∂2Φ
∂z2

= 0 (10)

To obtain a solution to equation (10) we write

Φ(ξ, η, z) = F (ξ)G(η)Z(z) (11)

where, F(ξ) is a function of ξ, G(η) is a function of η and Z(z) is a function of z
alone. Defining a new positive constant s and the parameter q as s = l2+ p2c2

2 and

q = p2c2

4 , the Laplace’s equation can be written as

d2G

dη2
+ (s− 2q cos 2η)G = 0 (12)

and
d2F

dξ2
− (s− 2q cosh 2ξ)F = 0 (13)

Equation (12) and (13) are known as the canonical forms of Mathieu’s equation and
modified Mathieu’s equation respectively. The solution to equation (12) consists
of the periodic Mathieu functions

G(η) = [cen(η, q), sen(η, q) ] (14)

where cen(η, q) and sen(η, q) are respectively the even and odd Mathieu functions
of order n and argument η, while the solution to equation (13) consists of the
modified (or radial) Mathieu functions

F (ξ) = [Cen(ξ, q), Sen(ξ, q);Feyn(ξ, q), Geyn(ξ, q) ] (15)

of the first and second kind of order n and arguments ξ. These and other variety
of Mathieu functions are defined in McLachlan . The functions cen(η, q) and
sen(η, q) can be expressed as a series of cosine and sine terms. Also, the functions
Cen(ξ, q) and Sen(ξ, q) can be written as a series of Bessel’s function Jn of the
first kind, while the functionsFeyn(ξ, q) andGeyn(ξ, q) can be written as a series
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of Bessel’s function Yn of the second kind. Thus solution of equation (10) which is
periodic in η and has a real exponential behaviour in z will consist of the product
of equation (11) with any linear combination of products of equations (14) and
(15) which have the same value of s and q, namely

[exp(pz), exp(−pz)][(Cen(ξ, q), F eyn(ξ, q))cen(η, q),

(Sen(ξ, q), Geyn(ξ, q))sen(η, q)]

5 A close form analytical solution

In this section a closed form solution to the linear diffraction problem is obtained
for a fixed vertical cylinder of elliptic cross-section extending from the seabed and
piercing the free surface. This type of analysis, was initially done by Chen and
Mei [1], and then by Williams [5]. A complete derivation of the velocity potential
Φ and expressions for the force and moment coefficients is presented here, in terms
of Mathieu functions. For the following analysis, the usual assumption of inviscid,
incompressible fluid and irrotional flow is made. A linear simple harmonic wave of
time period T , wave length L, wave height H and angular frequency σ is incident
at an angle α to the major-axis upon a vertical cylinder of elliptic cross-section in
water of finite depth d. The incident wave upon arriving at the structure undergoes
significant diffraction. The incident waves are assumed to be of small height as
compared to their lengths in a finite water depth so that the linear theory may
be used. The coordinate system and the mathematical formulation along with the
boundary conditions have already been discussed. Then, the potential due to the
linear incident wave is given by

ΦI =
gH

σ

coshk1(z + d)
coshk1d

Re
[
e−iσt exp {ik1(x cosα+ y sinα)}] (16)

where Re stands for the real part, x and y are given in section 2 and g is the
acceleration due to gravity. In terms of Mathieu functions (see McLachlan [3,
p.207]),

ΦI =
2gH
σ

coshk1(z + d)
coshk1d

Re

[
e−iσt

∞∑
n=0

{
A2n0

Ce2n(ξ, q)ce2n(η, q)ce2n(α, q)
ce2n(0, q)ce2n(π

2 , q)

+ qB2n+22

Se2n+2(ξ, q)se2n+2(η, q)se2n+2(α, q)
se′2n+2(0, q)se

′
2n+2(

π
2 , q)

− iq
1
2A2n+11

Ce2n+1(ξ, q)ce2n+1(η, q)ce2n+1(α, q)
ce2n+1(0, q)ce′2n+1(

π
2 , q)

+ iq
1
2B2n+11

Se2n+1(ξ, q)se2n+1(η, q)se2n+1(α, q)
se′2n+1(0, q)se2n+1(

π
2 , q)

}]
(17)
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In order to find an expression for the scattered potential ΦS we introduce the
modified Mathieu functions of the third and fourth kinds denoted byMe

(1)
n ,Ne(1)n

and Me
(2)
n , Ne(2)n which can be expressed as:

Me(1),(2)n = Cen(z, q) ± iFeyn(z, q)

Ne(1),(2)n = Sen(z, q) ± iGeyn(z, q)
(18)

where Feyn and Geyn are the even and odd modified Mathieu functions of the
second kind respectively.

Thus, the scattered potential ΦS is taken to be of the form

ΦS =
2gH
σ

coshk1(z + d)
coshk1d

Re

[
e−iσt

∞∑
n=0

{
c2nMe

(1)
2n (ξ, q)ce2n(η, q)ce2n(α, q)

+ c2n+1Me
(1)
2n+1(ξ, q)ce2n+1(η, q)ce2n+1(α, q)

+ s2n+2Ne
(1)
2n+2(ξ, q)se2n+2(η, q)se2n+2(α, q)

+ s2n+1Ne
(1)
2n+1(ξ, q)se2n+1(η, q)se2n+1(α, q)

}]
(19)

where c2n, c2n+1, s2n+2 and s2n+1 are coefficients to be determined. The total
velocity potential is obtained by adding the incident potential ΦI and scattered
potential ΦS

Φ = ΦI + ΦS (20)

Thus, using equation (17) and (19), we obtain:

Φ =
2gH
σ

coshk1(z + d)
coshk1d

Re

{
e−iσt

∞∑
n=0

[{
A2n0 Ce2n(ξ, q)

ce2n(0, q)ce2n(π
2 , q)

+ c2nMe
(1)
2n (ξ, q)

}
× ce2n(η, q)ce2n(α, q)

+
{

qB2n+22 Se2n+2(ξ, q)
se′2n+2(0, q)se

′
2n+2(

π
2 , q)

+ s2n+2Ne
(1)
2n+2(ξ, q)

}
× se2n+2(η, q)se2n+2(α, q)

+
{−iq 1

2A2n+11 Ce2n+1(ξ, q)
ce2n+1(0, q)ce′2n+1(

π
2 , q)

+ c2n+1Me
(1)
2n+1(ξ, q)

}
× ce2n+1(η, q)ce2n+1(α, q)
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+
{

iq
1
2B2n+11 Se2n+1(ξ, q)

se′2n+1(0, q)se2n+1(
π
2 , q)

+ s2n+1Ne
(1)
2n+1(ξ, q)

}
× se2n+1(η, q)se2n+1(α, q)

]}
(21)

To determine the coefficients, c2n, c2n+1, s2n+2 and s2n+1 we use the boundary
condition that the water-particle velocity normal to the surface of the cylinder is
zero. Thus we obtain

Φ =
2gH
σ

coshk1(z + d)
coshk1d

∞∑
n=0

[{
A2n0 ce2n(η, q)ce2n(α, q)Ee2n(ξ, q)V e2n(ξ0, q)

ce2n(0, q)ce2n(π
2 , q)

}
cos(σt− β2n)

+
{
qB2n+22 se2n+2(η, q)se2n+2(α, q)Ue2n+2(ξ0, q)De2n+2(ξ, q)

se′2n+2(0, q)se
′
2n+2(

π
2 , q)

}
× cos(σt− γ2n+2)

+
{
q

1
2A2n+11 ce2n+1(η, q)ce2n+1(α, q)Ee2n+1(ξ, q)V e2n+1(ξ0, q)

ce2n+1(0, q)ce′2n+1(
π
2 , q)

}
× sin(β2n+1 − σt)

+
{
q

1
2B2n+11 se2n+1(η, q)se2n+1(α, q)Ue2n+1(ξ0, q)De2n+1(ξ, q)

se′2n+1(0, q)se2n+1(
π
2 , q)

}
× sin(σt− γ2n+1)

]
(22)

6 Forces and moments on the elliptical cylinder

We shall now derive the formulae for force F(Fx, Fy) and moment M(Mx,My

and Mz). Here x, y and z represent the components along the three coordinate
axes respectively. The pressure normal to the surface of the elliptic cylinder is
given by the linearized Bernoulli equation. Thus if p denotes the pressure, ρ the
fluid density and g the acceleration due to gravity, then

p = ρΦt − ρgz on ξ = ξ0 (23)

Then Fx and Fy are given by the formula

F (1)x =
∫

S

p (n̂ · x̂) dS F (1)y =
∫

S

p (n̂ · ŷ) dS on ξ = ξ0 (24)

where S denotes the wetted surface of the body, n̂ is the unit normal in the outward
direction to the surface of the cylinder and dS is the elementary area.
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The solution of the first order forces can be written after considerable
mathematical manipulation,as follows using Fx = εF

(1)
x and h = εH is the first

order wave height. Thus

Fx = −8ρgh tanhk1d sinh ξ0
k21

∞∑
n=0

[
ce2n+1(α, q)ce2n+1(0, q)

ce′2n+1

(
π

2
, q

)
V e2n+1(ξ0, q) cos(β2n+1 − σt)

]
(25)

Fy =
8ρgh tanhk1d cosh ξ0

k21

∞∑
n=0

[
se2n+1(α, q)se′2n+1(0, q)

se2n+1

(
π

2
, q

)
Ue2n+1(ξ0, q) cos(γ2n+1 − σt)

]
(26)

The moments Mx and My about the x and y axes respectively, taken about the
sea-bed z = −d are

Mx =
∫

S

(z + d) p (n̂ · ŷ) dS

My =
∫

S

(z + d) p (n̂ · x̂) dS on ξ = ξ0 (27)

The twisting momentMz about z-axis is

Mz =
∫

S

p (x n̂ · ŷ − y n̂ · x̂) dS on ξ = ξ0 (28)

Following the same procedure as we did in obtaining Fx, we can write

Mx =
8ρgh(k1d tanh k1d+ sech k1d− 1)

k31
cosh ξ0

∞∑
n=0

[
se2n+1(α, q)se′2n+1(0, q)se2n+1

(
π

2
, q

)
Ue2n+1(ξ0, q) cos(γ2n+1 − σt)

]
(29)

My =
−8ρgh(k1d tanh k1d+ sechk1d− 1)

k31
sinh ξ0

∞∑
n=0

[
ce2n+1(α, q)ce2n+1(0, q)ce′2n+1

(
π

2
, q

)
V e2n+1(ξ0, q) cos(β2n+1 − σt)

]
(30)
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Figure 2: Comparison of the maximum non-dimensional horizontal forces for the
elliptical and circular cylinder as a function of k1a for α = 300.

Mz =
8ρgh tanhk1d

k31
∞∑

n=0

[
se2n+2(α, q)se′2n+2(0, q)se

′
2n+2

(
π

2
, q

)
Ue2n+2(ξ0, q) sin(σt− γ2n+2)

]
(31)

Extensive numerical results for the forces and moments on an elliptical cylinder
have been presented in graphical form for a wide range of relevant parameters
by Chen and Mei [1]. As said earlier, calculation of the Mathieu functions and
associated coefficients requires considerable computational effort, and, also, the
convergence of the series expressions for the force and moment components is
slow for large values of q.

7 Results and conclusions

The solution of Mathieu’s equation led to a closed form expression for velocity
potential on the surface of the elliptic cylinder in water of finite depth ; it
is this velocity potential which is used to extract the formulae for the non-
dimensional forces and overturning moments exerted by a linear progressive wave
incident on the surface of the cylinder. Therefore, the values of maximum non-
dimensional forces F(Fx, Fy) and overturning moment Mz will be used as the
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Figure 3: Maximum non-dimensional overturning moment as a function of k1a
Mz for α = 600.

basis of discussion and comparison with the previous study of Williams [5]. The
calculations of the aforementioned forces and moments require the evaluation of
the special functions such as Mathieu functions which eventually necessitate the
computations of the Bessel functions of integer order and positive real arguments.
For simplicity these functions were computed by using the commercially available
IMSL subroutine. A simple computer code is then developed to obtain the forces
and overturning moments for the previous and present investigation.

Figure 2 shows the comparison of the maximum non-dimensional horizontal
forces plotted against the non-dimensional wave number k1a for the angles α =
30◦ and for eccentricities ranging from 0.0 to 0.5. The maximum of these forces
occurs at zero wave number and decreases with increasing wave number k1a. In
general, the forces appear to decline nearly exponentially with increasing wave
numbers greater than 1.0. The effect of the angle of inclination α with respect
to the incident wave seems to be more dramatic and clearly visible on the two
components of the forces. It is found (not shown here) at the α = 30◦, the ratio
of max|Fx| and max|Fy| is approximately 2 at k1a = 0 while it becomes 0.8
for α = 45◦ for e = .1, .2, .3. It is also found that the ratio of the max|Fx| to
the max|Fy| decreases with increasing eccentricity. For example, at k1a = 0 and
α = 30◦, the ratio of max|Fx| to max|Fy| is approximately 2.0 for e = 0.1 which

Advances in Fluid Mechanics VIII  381

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



becomes 0.5 for e = 1.0. For α = 45◦, max|Fx| and max|Fy| coincide for k1a
exceeding 2.0.

A sample curve depicted in Figure 3 shows the overturning moment max|Mz|,
plotted against the non-dimensional wave number k1a for α = 30◦. The figure
contains max|Mz| curves for different eccentricities ranging from e = 0.1 to
e = 1.0. It is found that the values of max|Mz| for the previous and present study
are identical. The turning moment Mz is zero for zero wave number. Further it
increases monotonically to attain a peak value at k1a ≈ 1.9 for most eccentricities
and then starts declining. For α = 30◦, the peak value of max|Mz| at e = 1.0 is
observed to be an order of magnitude higher than its value at e = 0.1. This feature
is loosely preserved for other angles of inclination as well. Similar trends are also
observed for the peak values of max|Mz| for other angles of incidence.
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Wave effect on the trajectory of a high-speed 
rigid body in a water column  

P. C. Chu & C. Fan 
Naval Ocean Analysis and Prediction Laboratory Naval 
Postgraduate School, Monterey, California, USA 

Abstract 

Waves form when the water surface is disturbed, for example, by wind or 
gravitational forces. During such disturbances energy and momentum are 
transferred to the water mass and sea-state is changed.  For shallow water 
regions, the bottom topography affects the waves dramatically. Waves may cause 
an evident slant of the ocean surface with a large inclination angle of about 55o. 
When a high-speed rigid body strikes the wavy ocean surface, the random ocean 
slope largely affects its underwater trajectory.  Identification of such an effect is 
a key point in the prediction of a fast moving rigid body in a water column.  The 
probability density equation (PDF) of the ocean wave slopes was used to 
generate the stochastic surface slope. A 6-degree of freedom (DOF) model of a 
fast-moving rigid body is used with the stochastic sloping surface as its water-
entry condition.  The PDFs of the body location and orientation are obtained 
from results of 6-DOF model runs.  From temporal change of these PDFs, the 
wave effect on the trajectory of a high-speed underwater rigid body has been 
identified.   
Keywords:  body-flow interaction, 3D bomb trajectory prediction, 6-DOF model, 
STRIKE35, random waves, probability density function.  

1 Introduction  

Movement of a fast-moving rigid body such as a bomb through a water column 
has been studied recently [1–3]. These studies have been motivated by a new 
concept of using a general purpose bomb such as the Mk-84 for mine/maritime 
improvised explosive device (IED) clearance in order to reduce the risk to   
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Figure 1: The concept of airborne  sea mine/maritime IED  clearance.  

personnel and to decrease the sweep timeline without sacrificing effectiveness 
(Fig. 1).  The horizontal distance (r) (or called trajectory deviation) between 
surface impact point and the bomb location varies with depth in different types 
of trajectories. This parameter draws attention to the naval research due to the 
threat of mine and maritime IED.  Prediction of trajectory deviation of an 
underwater bomb contributes to the bomb breaching for mine and maritime IED 
clearance in surf and very shallow water zones with depth shallower than 12.2 m 
(i.e., 40 ft), shallow water zones  (12.2 – 91.4 m, i.e., 40-300 ft), and deep zones 
(deeper than 91.4 m, i.e., 300 ft) according to U.S. Navy’s standards.  The 
bombs’ trajectory drift is required to satisfy the condition, r ≤ 2.1 m, for the 
validity of mine clearance using bombs [5].  
     In coastal oceans, waves form when the water surface is disturbed, for 
example, by wind or gravitational forces. During such disturbances energy and 
momentum are transferred to the water mass and sea-state is changed.  For very 
shallow and shallow water regions, the bottom topography affects the waves 
dramatically and causes a significant change in surface slope. When bomb strikes 
on the wavy ocean surface, a scientific problem arises: How does randomly 
changing ocean-surface slope affect the underwater bomb trajectory and 
orientation? Or what is the probability density function of the underwater bomb 
trajectory deviation due to random sea surface slope? The major task of this 
paper is to answer these questions.  Stochastic features of the sea slope are 
simply described in Section 2. A recently developed six degrees of freedom (6-
DOF) model at the Naval Postgraduate School for predicting underwater bomb 
location and trajectory is depicted in Section 3. Ensemble 6-DOF modelling to 
get PDF of trajectory deviation from the stochastically changing sea surface 
slope is described in Section 4. The conclusions are presented in Section 5. 
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2 PDF of ocean surface slope 

Wave height and wave period are approximately independent of each other for 
either wind waves or swells, but not for mixed waves. From mixed wave records, 
Gooda [8] found that there is a strong correlation between wave height and wave 
period. In fact, the correlation is mainly caused by the two or more groups of 
notable waves with different characteristic wave heights and periods in the 
mixed waves. With the independent assumption between wave amplitude and 
wave period (or wavelength), the PDF of averaged wave slope s scaled by its 
standard deviation σ (the real slope is s* = sσ) is obtained from the PDF of wave 
length and PDF of wave amplitude [9],  

 
   

 2 / 22

( ) 1
1 1

n

n s
p s s

n n

 

 
 

 
  

, (4) 

where n is the peakedness coefficient which is determined by both the spectral 
width of the gravity waves, and the ratio between the gravity wave mean-square 
slope and the detectable short wave mean-square slope.  Generally speaking, the 
peakedness of slopes is generated by nonlinear wave–wave interactions in the 
range of gravity waves; and the skewness of slopes is generated by nonlinear 
coupling between the short waves and the underlying long waves. For n = 2, the 
PDF of the wavelength corresponds to the Rayleigh distribution.  For n = 10, the 
PDF in (4) fits the Gram Charlier distribution [10], very well in the range of 
small slopes. As n→∞, the PDF of the wavelength tends to the Gaussian 
distribution [9].  Fig. 2 shows four typical surface-slope characteristics:  (a) n =2, 
(b) n = 4, (c) n = 10, and n = 100. It is seen that There is almost no difference in 
PDF between n = 10 and n = 100.    
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Figure 2: The  s-PDFs  for various surface characteristics: (a) n = 2, (b) n = 4,  

(c)  n = 10, and (d) n = 100.   
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3 A 6-DOF model (STRIKE35) 

Recently, a 6-DOF model has been developed at the Naval Postgraduate School 
for predicting underwater bomb location and trajectory.  It contains three parts: 
momentum equation, moment of momentum equation, and semi-empirical 
formulas for drag, lift, and torque coefficients [11–13]. The momentum equation 
of a rigid body is given by 

 
g b d l

d
m

dt
   

u
F F F F , (5)  

where m is the mass of the rigid body, u is the translation velocity of the centre 
of mass, 

 ,    ,
g b

mg g   F k F k  (6)  

are the gravity and buoyancy force;    is the volume of the rigid body; k is the 
unit vector in the vertical direction (positive upward): and g is the gravitational 
acceleration. Fd is the drag force; and Fl is the lift force. The moment of 
momentum equation is given by  

   ,
h

d
g

dt
      

Ω
J e k M  (7) 

where  Ω  is the rigid-body’s angular velocity vector;    is the distance between 
centre of volume (ov) and centre of mass (om), which has a positive (negative) 
value when the direction from ov  to om   is the same (opposite) as the unit vector 
e; Mh is the hydrodynamic torque due to the drag/lift forces; and  J is the 
gyration tensor.  
     The drag/lift/torque coefficients should be given before running the 6-DOF 
model. These coefficients depend on various physical processes such as water 
surface penetration, super-cavitation, and bubble dynamics.  A diagnostic-
photographic method has been developed [4] to get semi-empirical formulae for 
calculating the drag/lift/torque coefficients for underwater bombs with 
dependence on the Reynolds number (Re), angle of attack (α), and rotation rate 
along the bomb’s major axis (Ω) [4], 

 
 

2 0.2
2

2
Re

0.02 0.35 0.008 sin
Re*

d
C e




 
    

 
 

, (8) 

 

 

   

0.2

1

2

0.85

2 2

Re
0.35sin                                 if 

Re* 2

Re
0.1sin 0.015 sin     if 

Re* 2

l
C


 


  





  

  
   


 
   

 (9)  
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 (10) 

     Here, Re* = 1.8 107,   is the critical Reynolds number, and  

     
1

2.22.2 2.22 sign 2           , (11) 
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2

2
2 1


 


  

 
 

. (12) 

4 PDF of bomb’s horizontal drift 

Let the bomb be dropped in the vertical direction to the slanted sea surface 
characterized by an averaged slope (s* = σs) in a wave period, here s* = tan μ 
(see Fig. 3). Consider a 5-time of s* value as the interval [0, 5s*] for the change 
of the surface slope.  This interval [0, 5s*] is divided into I equal sub-intervals,  

 
5 *

,   0,1, 2, ...,
i

is
s i I

I
   , (13) 

with the corresponding  inclination, 

 
5 *

arctan( ) arctan ,   0,1, 2, ...,
i i

is
s i I

I
    . (14) 




 

Figure 3: Ocean surface inclination angle (μ) and bomb impact angle (φ) 
relative to the normal direction of the surface. 

     For a given parameter n  in the s-PDF, the probability for s* taking values 
between σsi-1 and σsi is calculated by   

 
1

1
Prob( ) ( )

i

i

s

i i i s
P s s s p s ds




     . (15) 
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     The 6-DOF model is integrated I times (called ensemble integration) from the 

surface impact speed (V) and various μi values to get the bomb horizontal drift 
î

r   

(i = 0, 1, …, I) at depth z = -H.  The series {
î

r ,  i = 0, 1, …,  I} might not be in 

monotonically increasing or decreasing order. Therefore, it is reorganized into 
monotonically increasing order {rj , j = 0, 1, …,  J} with J ≤  I. The inequality is 
due to an interval [rj, rj+1] of the horizontal drift corresponding to m intervals 
{[si1, si1+1],  [si2, si2+1], …, [sim, sim+1]} of the surface slope (Fig. 4).  

 s

pdf

r

s
i1

+1 s
i2

+1

r
j
  

r
j
+1

s
i1

s
i2

 

Figure 4: Calculation of the probability for the bomb’s horizontal drift r 

taking values between jr  and 1jr   from m intervals of surface 

slope s. Here, m = 1, and m = 2.  

     The probability for the bomb’s horizontal drift r taking values between rj and 
rj+1 is calculated by   

1 1 2 1 1

1 2

1
Prob( ) ( ) ( ) ... ( )

i i in

i i in

s s s

j j j s s s
Q r r r p s ds p s ds p s ds

  


          (16) 
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     The probability density between rj and rj+1  is calculated by  

 

1

j

j

j j

Q
p

r r





. (17) 

     From pj, we can obtain the PDF of r, or called the r-PDF. Dependence of r-
PDF on depth can be identified from the ensemble integration (I = 100) of the 6-
DOF model with given bomb’s surface impact speed (V = 300 m/s), s* = 0.2 
(i.e., σ = 0.2),  and n = 2 (i.e., large peakedness in the s-PDF).  The calculated r-
PDF (Fig. 5) is positively skewed for shallow depth (H = 12.2 m, i.e., 40 ft), 
reduces the skewness as depth increases to 50 m,  becomes negatively skewed as 
the depth exceeding 91.4 m (i.e., 300 ft).   
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Figure 5: Probability distribution of the bomb’s horizontal drift (scaled by the 
depth) r/H with n = 2,  σ = 0.2, and V = 300 m/s for various depth: 
(a) 12.2 m (i.e. 40 ft), (b) 50 m, (c) 91.4 m (i.e., 300 ft), (d) 150 m, 
(e) 200 m, and (f) 250 m.  
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     The negative skewness strengthens as depth deeper than 91.4 m. The 
horizontal axis in all the panels Fig. 5 is the non-dimensional horizontal drift r/H.   
The median (50 percentile q0.5) of the horizontal drift (r) is 0.16 m at the depth 
z = -12.2 m, 1.7 m at z = -50 m, 5.4 m at z = -91.4 m (300 ft), 18.0 m at z = -150 
m, 34.0 m at z = -200 m, and 52.5 m at z = -250 m (Table 1).  Here z is the 
vertical coordinates with z = 0 corresponding to the water surface. Thus, down to 
the depth of 50 m, the median value of the horizontal drift is always less than the 
Navy’s criterion, i.e., 2.1 m.  The 95 percentile (q0.95) of the horizontal drift (r) 
represents a reasonable estimation (with 95% of confidence) of the distance 
between bomb and mine/maritime IED when the bomb maneuvering in the water 
column. If this value is smaller than 2.1 m, according to the Navy’s standard, the 
bomb will effectively ‘kill’ the mine/maritime IED. It is 0.32 m at the depth  
z = -12.2 m, 2.8 m at z = -50 m, 7.86 m at z = -91.4 m (300 ft), 22.5 m at 
z = -150 m, 40.0 m at z = -200 m, and 60.0 m at z = -250 m (Table 2).  The 5 
percentile (q0.05) of the horizontal drift (r) represents the minimum distance 
(likely) between bomb and mine/maritime IED when the bomb maneuvering in  
 

Table 1:  The median horizontal drift (unit: m) of an underwater bomb at 
various depths obtained from ensemble integration of the 6-DOF 
model with various input parameters.  

Depth (m) Case 1: 
V = 300 m/s 

n = 2 
σ = 0.2 

Case 2: 
V = 300 m/s 

n = 100 
σ = 0.2 

Case 3: 
V = 300 m/s 

n = 2 
σ = 1.0 

Case 4: 
V = 200 m/s 

n = 2 
σ = 0.2 

12.2 0.16 0.16 0.37 0.17 
50.0 1.7 1.8 3.1 2.5 
91.4 5.4 5.7 8.6 8.9 

150.0 18.0 18.0 22.5 25.5 
200.0 34.0 34.0 42.0 44.0 
250.0 52.5 55.0 62.5 65.0 

Table 2:  The values of q0.95 for the horizontal drift (unit: m) of an 
underwater bomb at various depths obtained from ensemble 
integration of the 6-DOF model with various input parameters.  

Depth (m) Case 1: 
V = 300 m/s 

n = 2 
σ = 0.2 

Case 2: 
V = 300 m/s 

n = 100 
σ = 0.2 

Case 3: 
V = 300 m/s 

n = 2 
σ = 1.0 

Case 4: 
V = 200 m/s 

n = 2 
σ = 0.2 

12.2 0.32 0.27 0.54 0.17 
50.0 2.8 2.55 4.0 3.6 
91.4 7.86 7.40 10.05 10.97 

150.0 22.5 21.0 25.5 28.5 
200.0 40.0 38.0 46.0 48.0 
250.0 60.0 60.0 67.5 70.0 
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Table 3:  The values of q0.05 for the horizontal drift (unit: m) of an 
underwater bomb at various depths obtained from ensemble 
integration of the 6-DOF model with various input parameters.  

Depth (m) Case 1: 
V = 300 m/s 

n = 2 
σ = 0.2 

Case 2: 
V = 300 m/s 

n = 100 
σ = 0.2 

Case 3: 
V = 300 m/s 

n = 2 
σ = 1.0 

Case 4: 
V = 200 m/s 

n = 2 
σ = 0.2 

12.2 0.13 0.05 0.15 0.04 
50.0 0.6 0.80 1.8 1.05 
91.4 5.48 7.40 5.76 5.30 

150.0 10.5 12.45 18.0 18.0 
200.0 24.0 26.0 34.0 32.0 
250.0 40.0 45.0 55.0 55.0 

 
 
the water column. It is 0.13 m at the depth z = -12.2 m, 0.6 m at z = -50 m, 
5.48 m at z = -91.4 m (300 ft), 10.5 m at z = -150 m, 24.0 m at z =  -200 m, and 
40.0 m at z = -250 m (Table 3).   

5 Conclusions 

The PDF of the horizontal drift of underwater bomb trajectory (i.e., r-PDF) due 
to stochastic ocean surface slope is obtained through ensemble integration of the 
6-DOF model recently developed at the Naval Postgraduate School. For a bomb 
dropping in the vertical direction to a slanted sea surface, the input parameters of 
the 6-DOF model are the bomb’s surface impact speed (V), and surface slope. 
The surface slope is a random variable depending on two parameters: (a) 
averaged slope within a wave period (σ), and (b) peakedness of the s-PDF (n). 
     The s-PDF is discretized into I intervals (in this paper, I = 100).  For given 
values of (V, σ, n), the 6-DOF model is integrated I times with different values of 
the surface slope from the s-PDF to obtained I values of the horizontal drift at 
various depth. The r-PDF is then constructed from these r values. The r-PDF has 
the following features: 
     (1) The r-PDF varies with depth. Usually, the r-PDF is positively skewed for 
very shallow water (H = 12.2 m, i.e., 40 ft), and negatively skewed down below. 
Increase of the peakedness parameter of the s-PDF (n) or the averaged surface 
slope in a wave period (σ) reduces the positive skewness at the very shallow 
water and enhances the negative skewness.  Decrease of the bomb’s surface 
impact speed (V) enhances the peakedness of the r-PDF. Three measures were 
calculated (q0.05, q0.5, and q0.95) from the r-PDF. 
     (2) The values of q0.95 are small for all cases at a very shallow depth  
(z = -12.2 m, i.e., 40 ft) with a maximum value of 0.54 m for the initial 
conditions of (V = 300 m/s, n = 2, σ = 1.0). This value (0.54 m) is much smaller 
than the critical value of 2.1 m for effectively ‘killing’ the mine/maritime.   
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     (3) The values of q0.95 are all larger than 2.1 m when the depth deeper than 
50 m. This indicates that to extend the bomb breaching technology from very 
shallow water (12.2 m depth) to shallow water (12.2 m – 91.4 m) needs more 
studies.  

Acknowledgements 

The Office of Naval Research Breaching Technology Program (Grant Number: 
N0001410WX20165, Program Manager: Brian Almquist) supported this study. 
The authors thank Mr. Kennard Watson from the Naval Surface Warfare Center 
Panama City Division for very useful comments and helps.  
 

References  

[1] Chu, P.C., and G. P. Ray, 2006, “Prediction of high-speed rigid body 
maneuvering in air-water-sediment,” Adv. Fluid Mech., 6, edited by M. 
Rahman and C.A. Brebbia, WIT Press (ISBN-1-84564-163-9), 43-52.  

[2] Ray G. P., 2006. Bomb Strike Experiments for Mine Clearance Operations. 
MS Thesis in Meteorology and Physical Oceanography, Naval Postgraduate 
School, Monterey, California, pp. 197. 

[3] Chu, P.C., Fan, C.W., and Gefken, P.R., 2008, “Semi-empirical formulas of 
drag/lift coefficients for high-speed rigid body maneuvering in water 
column,” Adv. Fluid Mech., 7, edited by M. Rahman and C.A. Brebbia, 
WIT Press (ISSN-1743-3533), 163-172. 

[4] Chu, P.C., Fan, C.W., and P. R. Gefken, 2010. “Diagnostic-photographic 
determination of drag/lift/torque coefficients of high speed rigid body in 
water column,” ASME J. Appl. Mech., 77, 011015-1- 011015-15.  

[5] Humes, G., 2007. Technology Transition Agreement, EC SHD-FYO6-03 
FNC Product: Standoff Assault Breaching Weapon Fuze Improvement. 
pp.10. 

[6] Kinsman, B., 1965, Wind Waves, Prentice-Hall Inc., Englewood Cliffs, 
New Jersey, Library of Congress Catalog Card Number: 64-10136, pp. 676. 

[7] Dare, A., Landsberg, A., Kee, A., and Wardlaw, A., 2003, “Three-
dimensional modeling and simulation of weapons effects for obstacle 
clearance,” DoD User Group Conf., Bellevue, Washington, 09-13 June, 
pp. 9.  

[8] Gooda, Y., 1977, “The analysis on the joint distribution of period and wave 
height from the records of wave observations (in Japanese),” Technol. Res. 
Data Estuaries, 272, 1–19. 

[9] Liu, Y., Yan, X.-H., Liu, W.T., and Hwang, P.A., 1997, “The probability 
density function of ocean surface slopes and its effects on radar 
backscatter,” J. Phys. Oceanogr., 27, 782-797.  

[10] Cox, C. S., and Munk, W. H., 1954, “Measurement of the roughness of the 
sea surface from photographs of the sun’s glitter,” J. Opt. Soc. Amer., 44, 
838–850. 

392  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



[11] Chu, P.C., and Fan, C.W., 2006. “Prediction of falling cylinder through air-
water-sediment columns,” AMSE J. Appl. Mech., 73, 300-314. 

[12] Chu, P.C., and Fan, C.W., 2007, “Mine impact burial model (IMPACT35) 
verification and improvement using sediment bearing factor method,” IEEE 
J. Ocean. Eng., 32 (1), pp. 34-48.  

[13] Chu, P.C., 2009, “Mine impact burial prediction from one to three 
dimensions,” ASME Appl. Mech. Rev., 62 (1), 010802 (25 pages), DOI: 
1115/1.3013823. 

Advances in Fluid Mechanics VIII  393

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



This page intentionally left blank 



Dispersion relation of flow-induced wave 
of a flexible web subjected to fluid flow in 
a narrow gap 

M. Watanabe, G. Kudou & K. Hara 
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Japan  

Abstract 

This paper deals with a theoretical stability analysis of a flow-induced wave 
generated in a flexible web subjected to fluid flow in a narrow gap. The flexible 
web is subjected to both fluid flow and in-plane tensile force. The flow-induced 
wave occurs to the flexible web resulting from fluid-structure interaction 
between out-of-plane motion of the flexible web and the fluid flow. The effect of 
the fluid flow and tensile force on the stability of the wave is examined. The 
theoretical results show that traveling-wave type unstable wave occurs to the 
flexible web due to the fluid flow in the narrow gap, and clarify the dispersion 
relation of the flow-induced wave of the web, i.e., phase velocity (traveling-wave 
speed) and growth rate of the wave, which are as a function of the flow velocity 
and tensile force. The theoretical results are verified by experiments on the most 
unstable wave number and critical flow velocity. 
Keywords: flow-induced wave, flexible web, dispersion relation, fluid-structure 
interaction.  

1 Introduction 

In the manufacturing process of flexible materials, such as a paper, sheet and 
plastic films, the flexible materials are subjected to a fluid flow in a narrow gap 
for non-contact support and drying. However the interaction of the thin film with 
the fluid flow causes an unstable wave. The flow-induced wave reduces the 
process efficiency and generates noise, in some case, causes fatigue failure to the 
thin film.  

Advances in Fluid Mechanics VIII  395

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press

doi:10.2495/AFM100341



     Up to this time, many studies on the stability of leakage-flow-induced 
vibrations and sheet flutter have been reported. Inada and Hayama [1, 2] studied 
leakage-flow-induced vibrations of translational one-degree-of-freedom system, 
and clarified the instability mechanism of these systems theoretically. Nagakura 
and Kaneko [3] examined the stability of a cantilever beam subjected to the 
leakage fluid flow by employing the modal analysis method, and they verified 
the theoretical results comparing with experimental results. 
     Some studies on the flow induced vibration and flow induced wave of a 
flexible sheet have been reported [4–9]. Chang and Moretti [8] studied flow 
induced vibration of free edges of thin films by using a traveling-wave analysis 
based on the incompressible potential-flow. In their study, previous studies of 
edge flutter on two-dimensional waves expands to a more realistic three-
dimensional problem, and the simple closed form solutions of the critical flow 
velocity are presented. Watanabe and Kobayashi [9] studied the stability and 
dynamic characteristics of a moving flexible sheet with shear fluid flow. In their 
study, unstable wave occurs to the flexible sheets as a type of traveling-wave due 
to the shear fluid flow.  
     This paper presents the theoretical stability analysis of the flow-induced wave 
generated in the web subjected to the fluid flow in the narrow gap. In the 
stability analysis, tensile force is applied to the web, and the web is subjected to 
air flow in a narrow gap. The analytical results show the stability and wave 
characteristics of the flow-induced wave, phase velocity and growth rate of the 
wave. 

2 Theoretical stability analysis 

2.1 Modeling and coordinate system 

Fig. 1 and Fig. 2 show a traveling wave motion and an analytical model of the 
web subjected to the fluid flow together with the stationary coordinate system 
xyz and geometrical parameters considered in this model. The web is set in the 
middle of the narrow gap filled with fluid and is subjected to the fluid flow in y-
direction. Tensile force is applied to the web. The equilibrium gap width in 
steady state is a constant, H0, and thickness of the web is h. The uniform tensile  
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Figure 1: Traveling wave motion generated in the web (thin film). 
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force per unit width S is applied in x-direction. The fluid flow and tensile force 
are crossed at a right angle. 
 

 

2.2 Basic equation of structural motion and fluid flow 

The equation of motion of the web subjected to the fluid flow is derived in terms 
of the transverse displacement w and with respect to the stationary coordinate 
system xyz as follows: 
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where E is Young’s modulus, sC and *E are the external and internal structural 
damping coefficients, respectively. f is fluid force acting on the web surface per 
unit area.  and h are the density and thickness of the thin film, respectively. 
     The equations of motion of the fluid flow around the web are derived by 
integrating the continuity and momentum equations of fluid motion over the gap 
width 0H as follows: 
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where V is mean flow velocity over the gap width between the web and side 
wall. 0V is steady flow velocity of the fluid flow in the narrow passage.  is fluid 

viscosity. sf and wf are fluid friction coefficients on the surface of the web and 

side wall, respectively, and are assumed to be obtained as follows [10]: 
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where the friction coefficients sf and wf depend on the Reynolds number Re and 

the roughness of surface H . The Reynolds number is defined as fHVD /Re  , 

where 02HDH  , f  is kinematic viscosity of the fluid and H  is roughness 

of the side wall respectively. 
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Figure 2: Analytical model of the flow-induced wave. 
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2.3 Wave equation 

In this section, a linear wave equation of bending wave motion of the web 
coupled with the fluid flow in the narrow gap is derived from the basic equations 
of motion of the web and fluid flow. 
     The gap width H  between the web and side wall is obtained using the steady 
equilibrium gap width 0H and transverse displacement w of the web as follows: 

 ).,,(),,( 0 tyxwHtyxH   (5) 

     Similarly, the flow velocity and fluid pressure are obtained by summation of 
the steady and unsteady terms as follows: 

 ),,(),( 0 tyvVtyV    (6) 

 ),,,()(),,( 0 tyxpyPtyxP   (7) 

where 0V  and v  are steady and unsteady flow velocities, and 0P  and p  are 

steady and unsteady fluid pressures, respectively. Here the unsteady fluid 
pressure is induced by the motion of the web. 
     Substituting eqn. (5), (6) and (7) into the basic eqn. (2) and (3), the basic 
equations of the fluid flow are linearized with respect to the unsteady terms as 
follows: 
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where each term is expressed by dimensionless parameters by defining the 
following quantities: 
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     Similarly, the dimensionless basic equation of the web is obtained from eqn. 
(1) using the dimensionless parameters as follows: 
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where f̂ denotes the dimensionless fluid force obtained from the dimensionless 

unsteady fluid pressure p̂ using following relationship: 

 ).,,(ˆ),,(ˆ TYXpTYXf   (12) 

     From these linearized equations, eqn. (8), (9) and (11), a linear wave equation 
of bending wave motion of the web coupled with the fluid flow is obtained as 
follows: 
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where  ,  and are defined by the following dimensionless parameters: 
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where is defined by the following dimensionless parameters: 
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     From eqn. (13), it is found that the wave equation is composed two fluid-
wave equations expressed by first and second-order differential equations and the 
structural wave equation derived from the equation of motion of the web. The 
first fluid-wave equation is derived from the inertia term of the basic equation of 
the web and the continuity equation of the fluid flow. The second fluid-wave 
equation is derived from the viscosity and friction loss terms of the basic 
equation of the web and the continuity equation of the fluid flow. 
     Moreover, in eqn. (13),   denotes a dimensionless parameter of the viscosity 

and friction loss of the fluid.   denotes a dimensionless parameter which has 

the effect of the fluid-waves on the structural wave of the web. If   is large, the 

fluid-waves are dominant compared with the structural wave traveling in the 
web. On the other hand, if   is small, the structural wave is dominant compared 

with the fluid-waves. Thus, it is found that the dimensionless parameter   is 

one of the most important parameter for the dynamic characteristics and stability 
of the wave. 

2.4 Dispersion relation and stability analysis 

In this section, the dispersion relation of the wave is derived from the wave 
equation, eqn.(13), to investigate the dynamic characteristics, phase velocity 
(traveling-wave velocity) and growth rate of the wave. The transverse 
displacement w of the web is expressed as follows: 
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     Substituting eqn. (16) into the wave eqn. (13), the dispersion relation of the 
wave is obtained as follows:  
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     The stability and dynamic characteristics of the wave generated in the web are 
dependent on the complex root, ̂  obtained from eqn. (17), where k/]ˆRe[ , 

real part of ̂  divided wave number k, is denotes the phase velocity of the wave. 
If k/]ˆRe[  is positive, the wave is forward wave which propagates in the same 

direction as the fluid flow, and if k/]ˆRe[  is negative, the wave is backward 
wave which propagates in the opposite direction as the fluid flow. 
Moreover, ]ˆIm[ , negative imaginary part of ̂ , denotes the growth rate of the 

wave. If ]ˆIm[  is positive, the wave grows exponentially in time, that is, an 

unstable wave occurs, and if ]ˆIm[  is negative, the wave is stable. 

3 Analytical parameters 

Table 1 shows parameters used in the calculation for the stability analysis. These 
parameters correspond to the experimental parameters used in the other 
experimental study. In the calculations, the web is thin film and is made of PET, 
and the fluid in the gap between the web and side wall is air. Moreover, the 
external and internal structural damping coefficient are assumed sC = 10.0 Ns/m3 

and *E = 1.0×103 Ns/m2. In this conditions, dimensionless parameters are 

 =2.46×10-1, sĈ = 1.65×10-2,  = 9.01×10-5 and Ŝ 2.40×103. 

Table 1:  Parameters used in the calculation. 

Material of the web PET Tensile force S [N/m] 50 ~ 200 

Fluid Air Young’s modulus E [Pa] 3.0×109  

Gap width 0H [m] 5.0×10-3 Web density  [kg/m3] 1.4×103  

Web width L [m] 0.3 ~ 0.6 Fluid density f [kg/m3] 1.1  

Web thickness h  [m] 16.0×10-6 Fluid viscosity  [Ns/m2] 18.2×10-6  

4 Analytical results  

4.1 Phase velocity and growth rate of wave 

Fig. 3 (a) and (b) show the phase velocity k/]ˆRe[  and growth rate ]ˆIm[ of 
the wave generated in the web subjected to the fluid flow in the narrow passage 
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as a function of the flow velocity V̂ . In this figure, three types of curve denote 
the results of wave number 0.2,6.1,2.1k , respectively. From Fig. 3(a), it is 

seen that there are forward and backward waves for each wave number at the 
flow velocity of zero, and vary with increasing flow velocity. The phase velocity 
of the backward wave progressively goes to zero. After the phase velocity of the 
backward wave has become zero, the backward wave becomes forward wave, 
and its phase velocity increases as the flow velocity increases. From Fig. 3(b), it 
is seen that unstable (flow-induced) waves occurs because growth rate of the 
forward wave becomes positive, and that the waves occur as a type of traveling 
wave. 
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Figure 3: Phase velocity k/]ˆRe[  and growth rate ]ˆIm[  with changing 

flow velocity V̂ . 

4.2 Unstable region  

Fig. 4(a) shows the unstable region of the wave with changing the flow velocity 

as a function of the tensile force Ŝ . In this figure, four types of curve denote the 

result of the tensile force 3 3ˆ 1.2 10 ~ 4.8 10 .S     It can be seen that the unstable 

region of wave number becomes narrower with increasing the tensile force, and 
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the critical flow velocity increases with increasing the tensile force. The unstable 
region of the wave number becomes broader with increasing the fluid flow. 
Moreover, it can be seen that the most unstable wave number is about 0.5.k   
Fig. 4(b) shows the unstable region of the wave with changing the flow velocity 
as a function of the web supporting width. In this figure, four types of curve 

denote the results of the web supporting width ˆ 60 ~ 120.L   It can be seen that 
the unstable region of wave number becomes broader with increasing the web 
supporting width, and the critical flow velocity decreases with increasing the 
web supporting width. The unstable region of the wave number becomes broader 
with increasing the flow velocity. 
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Figure 4: Unstable region with changing tensile force applied to the 

web Ŝ and supporting width ˆ.L  

5 Conclusions 

The theoretical stability analysis of the flow-induced wave generated in the web 
subjected to the fluid flow in the narrow gap was developed. In the stability 
analysis, the effect of the fluid flow, tensile force, and web supporting width on 
the stability were examined and the dispersion relation of the flow-induced wave 
were clarified. The following main conclusions were obtained: 
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(1) The flow-induced traveling wave occurs in the web due to the fluid flow in 
the narrow gap when the flow velocity becomes higher. 

(2) The unstable region of wave number becomes narrower with increasing the 
tensile force, and becomes broader with increasing the flow velocity. The 
critical flow velocity increases with increasing the tensile force.  

(3) The unstable region of wave number becomes broader with increasing the 
web supporting width, and the critical flow velocity decreases with 
increasing the web supporting width. 

(4) The flow-induced wave is generated in which the wave number is about 
0.5.k   
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Abstract 

Works presented in this paper have been performed within the GARTEUR 
Action Group AG15 “Improvement of SPH methods for application to helicopter 
ditching” whose overall objective is aimed at assessing analytical tools for the 
simulation of helicopter impacts on water. It particularly focused on the 
Smoothed Particle Hydrodynamic (SPH) formulation, which consists of a 
gridless Lagrangian method and whose main interest, with respect to 
fluid/structure interaction issues, relies upon the absence of connectivity between 
the “particle elements”, thus permitting it to cope with large deformations 
without generating mesh distortion problems. In the first step, the SPH method 
was evaluated through the simulation of droplet impact tests onto a rigid plate, 
performed at two impact velocities (1 m/s and 5 m/s); numerical results were 
analysed in terms of force and impulsion data and proved to conveniently fit with 
the test results. In the second step, water impact tests on simple shapes were 
simulated, including tests on triangular and cylindrical rigid shapes, performed at 
the Politecnico Di Milano, and vertical drop tests of a deformable metallic 
cylinder performed at CIRA. For the considered structures and impact 
conditions, the simulations permitted one to draw a general conclusion in terms 
of prediction capacities regarding deformations, accelerations and pressure data. 
Keywords: smooth particles hydrodynamics, water, impact. 
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1 Introduction 

In the field of aircraft ditching modelling, classical solutions for fluid/structure 
interaction simulation, based on Finite Element Lagrange or even ALE 
(Arbitrary Lagrange Euler) formulations, face well-known limitations [1] – mesh 
distortions leading to numerical instabilities (negative volumes) and high CPU 
consumption (time step decrease) that make the modelling of specific threats – 
such as water ingress through a failed structure – almost impossible. The present 
works, carried out within the GARTEUR Action Group AG15, investigate a 
more recent formulation based on SPH (Smooth Particles Hydrodynamics) 
formulation that permits one to get rid of most of the numerical issues insofar the 
media behaviour is no longer modelled through elements deformation, but 
through particles inter-displacement. Different codes available among the AG15 
partners are thus investigated and the present paper gives an overview of some of 
the achieved results. As a first step to evaluate the SPH formulation, laboratory 
tests consisting of droplet impacts onto a rigid plate are considered, with the 
measured output limiting to the force generated by the droplet on the rigid 
support. In the second step, the SPH method is applied to the modelling of 
impact tests of simple structures, including rigid and deformable shapes, for an 
impact velocity range relevant with crash issues. Such tests permit one to 
evaluate the capacity of the method to predict standard observables, such as 
acceleration and pressure data. 

2 Smoothed Particle Hydrodynamic method 

The Smoothed Particle Hydrodynamics method is a gridless Lagrangian method, 
whose corner stones are two approximations, namely the kernel approximation 
and the particle approximation. The estimate A(r


) of A(r


) called the kernel 

approximation is derived from the following identity: 




 rdrrrArA )()()(


  (1) 




 1)( rdrr
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  (delta function) (2) 

 
where A(r


) may be any scalar vector or tensor material property, r


 is the 

position vector in space and  the domain of integration. Eqn (1) shows that the 
“value at a point” of a continuous function over a continuous domain could be 
extracted from its integral by using a delta function as a “filter”. Assuming now 
that the delta function is replaced by another function W(r


), which spans a 

certain “range” but still obeys the basic delta function property 
),'(

0
lim hrrW

h





= )'( rr
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 , then eqn (1) yields  



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

 (3) 

406  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



     Eqn (3) is similar in appearance to eqn (2) except for the function W, which is 
called the kernel function and the range of influence it spans is controlled by the 
“smoothing length” h. It means that the value of a function at a point contains 
information not just about that point but also about the range around that point 
that the kernel in question is spanning. Therefore, a “smoothing” of the domain 
has taken place, hence the term “smoothed” particle hydrodynamics. 
     The particle approximation implies that the domain around the point in 
question where we seek to define the value of a function is not continuous. 
Instead it consists of a number of “topologically unconnected finite elements” 
called particles in order to distinguish them from the classical finite elements, 
which have a pre-defined and rigid topological connection (“connectivity” 
defined at the input level). The consequence of this approximation is the 
replacement of the integral by a summation over a finite number of particles, 
which are also interpolation points, and the modification of the algebra to 
account for the “number density” of the domain (i.e. how many particles can be 
found within a given domain volume defined by the kernel). This is expressed as 
below: 

),()/()(
1

hrrWAmrA
J

j
jjjj






  (4) 

 

where Aj = A(r


j), mj and j are respectively the mass and material density 
associated with the particle j, r


j the position vector of particle j and J the number 

of particles that are within the region of influence of a given particle at a given 
time. Eqn (4) indicates that the contribution of each particle within the kernel 
range (taking into account its number density) is summed over all the particles in 
order to produce the smoothed value of a function at a point. In order for the 
kernel and particle approximations to be pragmatic, the choice of the kernel 
function should be such that following properties are satisfied: 

 Compact form i.e. acting over a finite range, zero outside that range 
 Positive within this range, 
 Respecting the “delta function properties”,  
 Monotonically decreasing,  
 Degenerating in the limit to a delta function. 

     One should note that the first two requirements listed above are the same for 
the classical interpolation functions of the FE method. Therefore, the kernel 
should be seen as a form of interpolation function. A more detailed discussion 
regarding the kernel choice, the control of the smoothing length and other 
numerical issues can be found in [2]. Figure 1 illustrates graphically the 
similarity between the FE and the SPH approximations. A patch of 9 elements is 
shown in both the FE and the equivalent SPH approximation. The interpolation 
functions have been overlaid upon the central element of the FE mesh while the 
kernel of the central particle has been “sketched” as spanning its neighbours in 
the SPH mesh. 
     The main advantage of the SPH method is the absence of connectivity 
between the “particle elements”, which therefore permits to treat large  
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Figure 1: Comparison between a) FE and b) SPH (9 elements patch 
modelling). 

deformation. In particular, problems of mesh distortion and tangling common 
with the standard Finite-Element method can be avoided. Furthermore, as both 
FE and SPH are Lagrangian techniques, penalty contact algorithms already 
available for the Finite-Element method can also be used to define contacts 
between SPH particles and classical Finite-Elements. However, a major 
drawback of this method is the very high computation time due to the necessary 
search for neighbours around each of the particles, which should occur 
periodically. Based on these facts, one strategy to simulate the impact of 
structures on water is to combine SPH (in the impact area) and classical finite-
element solids (around the impact area) to model the water continuum, with the 
transition from particles to solid elements defined as a tied interface. This 
strategy enables to limit the number of particles and consequently positively 
influences the computation time. 

3 Simulation of droplet impact tests on rigid plates 

3.1 Droplets impact tests onto a rigid plate 

In a preliminary step to evaluate the SPH method, impact tests of a droplet onto a 
rigid plate have been performed. The circular aluminium plate (Ø20 mm) was 
mounted on a low capacity piezo-electric load cell to record the evolution of the 
impact force. Water droplets were generated by a needle permitting to control the 
droplet diameter and could be dropped from a height up to 2 m thus permitting to 
cover an impact velocity range from 0,5 up to 5 m/s. In the present paper, two 
impact velocities are considered – 1.05 and 5.17 m/s – with a Ø=4.2 mm droplet 
as illustrated in the following figure with the measured force versus time 
(pictures on the right are for the 5.17 m/s impact velocity). 

3.2 Simulation results of the droplet impact test at 5.17 m/s 

The droplet is meshed with a hexagonal network defined with an inter-particle 
distance of 0.1x√2 so as to obtain a smoothing length equal to 0.1, thus leading 
to a model with 54694 particles. Two simulations are performed, for 2 values of 
the friction coefficient – 0 and 0.2 – of the contact interface managing the 
interaction between the droplet and the plate (modelled with shell elements fully 
constrained in displacement and rotation) and are run over a 2 ms duration. The 
numerical force/time curves are post-treated from the contact interface normal 
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force and are presented in the following figure, together with the corresponding 
experimental data (the animation pictures correspond to the simulation with the 
friction coefficient set to 0). Results show that the profile of the force/time signal 
is well predicted by the simulations though its magnitude tends to be globally 
overestimated. One also notes that the friction coefficient does not affect the 
droplet behaviour as both simulations lead to super-imposable results. 
     In Table 1, results are analysed in terms of maximum force and time of 
appearance of this maximum force, and in terms of maximum impulsion 
(integral of the force/time signal). This shows that the magnitude of the 
maximum force is in good agreement with the test data but is postponed 
compared to the experiment, while the impulsion is largely over-estimated, as a 
consequence of the global overestimation of the force signal. 

3.3 Results of the simulation of droplet impact at 1.05 m/s 

Two simulations are also conducted at 1.05 m/s, for 2 values of the friction 
coefficient, and are run over a 6 ms run time, with the same parameters as for the  
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Figure 2: Results of the impact tests of a Ø=4.2mm droplet on a rigid plate. 
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Figure 3: Comparison of the experimental/numerical results at 5.17 m/s. 
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Table 1:  Comparison of the experimental/numerical data at 5.17 m/s. 

Simulation Max Force 
(N) 

Time of Max 
Force (ms) 

Impulsion 
(N.ms) 

Simulation – Friction=0 0.3956 0.2060 0.1972 

Simulation – Friction=0,2 0.3923 0.2080 0.1970 

Test 0.3815 0.1200 0.1430 

 

0,000

0,002

0,004

0,006

0,008

0,010

0,012

0,014

0,016

0,018

0,020

0,0 1,0 2,0 3,0 4,0 5,0 6,0
Time (ms)

F
o

rc
e

 (
N

)

Simulation - Friction=0

Simulation - Friction=0,2

Test - 1,05 m/s

 

 

 

 
Figure 4: Comparison of the experimental/numerical results at 1.05 m/s. 

Table 2:  Comparison of the experimental/numerical data at 5.17 m/s. 

Simulation Max Force 
(N) 

Time of Max 
Force (ms) 

Impulsion 
(N.ms) 

Simulation – Friction=0 0.0183 0.8220 0.0441 

Simulation – Friction=0,2 0.0184 0.7560 0.0438 

Test 0.0134 0.6600 0.0315 

 

5.17 m/s velocity. One observes that the simulations also conveniently predict 
the profile of the force/time signal but again globally overestimate its magnitude. 
     The analysis of the maximum force and impulsion shown in the following 
table confirms the above conclusions, with an overestimation of the maximum 
force and impulsion values. 

4 Simulation of impact tests of simple structures 

4.1 Impact tests on triangular and cylindrical rigid shapes –  
Politecnico Di Milano (PM) 

Politecnico Di Milano performed guided tests with triangular (1m long and 0.4m 
wide for a 37 Kg weight) and cylindrical (1m long and 0.25 m wide for a 33 Kg 
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weight) rigid articles, in a 22 m height drop-tower installed upon a 8m diameter 
pool [3]. Specimens were equipped with 3 accelerometers (2 at corners and 1 in 
the middle of one edge) in order to control the article incidence at the impact and 
new enhanced pressure transducers (8 for the triangle and 6 for the cylinder) 
designed and manufactured at PM – metallic cylindrical end-cups including a 
thin membrane equipped with a diaphragm strain gauge on its internal face (with 
the possibility to modify to membrane thickness to adjust the sensor sensitivity). 
In addition to these accelerations and pressures measurements, results also 
included pictures/videos. 
     Preliminary tests were conducted to assess the test configuration and 
equipments, for a large impact velocity range (up to 12.5 m/s for the triangular 
shape and 7.7 m/s for the cylindrical shape). Finally, two impact velocities were 
selected for the final test program – 4.4 m/s and 7.7 m/s – with 3 tests planned 
for each velocity and shape. The following figure illustrates typical results for 
one test on the triangular shape at the 4.4 m/s impact velocity, noting that the 
pressure transducers and accelerometers provided repeatable measurements 
between the 3 performed tests. To evaluate the test data relevance, a comparison 
with analytical results obtained using Von Karman’s formulas for rigid body 
water impacts was performed and showed good correlation. Finally, it was 
observed that the trend of both pressure and acceleration measurements were 
rather linear with the drop-height. 

4.2 Simulation results of the impact tests on triangular and cylindrical  
rigid shapes 

Only the simulations of the 4.4 m/s impact test of the triangle shape and the  
7.7 m/s impact test of the cylindrical shape are presented in the following 
paragraph. For computation cost reasons, 1/4 of the pool is considered, with 
appropriate symmetry boundary conditions. The water basin is modelled by 
combining SPH particles in the impact area and solid Finite Elements around, 
modelled with an isotropic elastic plastic hydrodynamic material law. In the  
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Figure 5: Impact on water of the triangular shape – Vimpact=4.4 m/s 
(Politecnico Di Milano test facility). 
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simulations, pressures are measured from the forces measured by dedicated 
contact interfaces managing the interaction between the particles and a set of 
shell elements representing the pressure sensor surface. Therefore, the SPH 
density was determined so as to obtain a relevant number of “particles” 
interacting with each pressure transducers, which led to a water model containing 
150000 SPH particles and 14000 solid elements. 
     As for the droplet tests simulation, two values (0 and 0.2) of the friction 
coefficient between the particles and the structure are considered. 
     In Figure 6, the measured acceleration time history of the wedge impacting on 
water at 4.4 m/s is depicted with the simulation results. As it can be seen, 
variation of the friction does not show any significant influence on the 
acceleration in that case. The simulation predicts an acceleration peak of 14 g 
whereas the measured acceleration peak amounts to 13 g. Acceleration peaks 
agree well between test and analysis. Nevertheless, it can be observed that the 
calculated acceleration peak is delayed compared to the measured one. 
Regarding the pressure time histories, measured pressure peaks are between 0.37 
and 0.41 bar, whereas calculated ones are in the range 0.28–0.35 bar; the 
simulation is therefore also able to predict the order of magnitude of the 
pressure. 
     Finally, Figure 6 shows an animation picture taken during the impact and 
especially illustrates the capacity of the SPH model to conveniently reproduce 
the formation of a splash around the impacting structure. Concerning the  
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Figure 6: Comparison between test and simulation (CFC60 filter) for the 4.4 
m/s impact of a wedge. 
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cylinder impacting on water, similar comparisons to the wedge case between test 
and simulation are performed. Figure 7 shows that the simulation is also able to 
predict well the acceleration peak (37 g in the test – 36 and 40 g in the 
simulations). Both peaks in the simulations correspond to two different frictions 
in the definition of the contact between the cylinder and the water continuum. 
Contrary to the case with the wedge, the value of the friction coefficient slightly 
influences the acceleration peak (17%) – this is also observed for the impact 
velocity of 4.2 m/s, which is not presented in this paper. It is presumed that the 
cylinder due to its geometry (surface tangent at impact parallel to the water 
surface) presents a higher drag than the wedge when entering water and therefore 
leads to higher friction forces acting on the structure surface compared to the 
wedge. Figure 7 also shows that the order of magnitude of the pressures is 
satisfactorily predicted by the simulation. 
     Finally, the animation picture proves the capacity of the method to 
conveniently reproduce the formation of a splash, which is, in the cylinder case, 
intrinsically topologically different from the wedge case. 

4.3 Impact tests on a deformable cylindrical shape - CIRA 

CIRA conducted vertical drop tests on water of a deformable metallic structure. 
The tests article consisted of a half-cylinder made of 2 mm thick steel skin 
stiffened with metallic frames (resulting in a 66 Kg weight) and was tested in the 
CIRA-LISA (Laboratory for Impact tests on Aerospace Structures) drop tower  
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Figure 7: Comparison between test and simulation (CFC60 filter) for the 7.7 
m/s impact of a cylinder. 
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facility. The tests were performed at 3 increasing velocities (3m/s, 8m/s and 10 
m/s), with the specimen fixed to a trolley (174 Kg) which was guided during its 
free fall. 
     In a preliminary step, the test configurations (specimen thickness, mass and 
impact velocities) were identified from numerical analysis, with the objective to 
obtain tested specimens with or without residual deformation. Tests exhibited the 
targeted behaviours insofar the 2 m/s impact velocity led to no residual 
deformation of the specimen skin, while the 8 m/s and 10 m/s permitted to obtain 
increasing residual deformation. Results delivered by CIRA included 
acceleration (4 accelerometers fixed on the upper side of the article) and 
pressures (7 transducers distributed on the external side of the skin, at stiffened 
and un-stiffened areas) measurements, high speed videos and the residual 
deformation of the article (mapping at referenced points of the deformed skin). 
     Finally, as a support to the numerical works, CIRA additionally conducted 
dynamic mechanical characterisation tests on the steel material constitutive of 
the skin, for a strain-rate range up to 60 s-1. This tensile tests campaign permitted 
to identify the reference static mechanical properties and the strain rate influence 
of the steel material. 

4.4 Simulation results of the impact tests on a deformable cylindrical shape 

The specimen is modelled with shell elements associated to an elastic plastic 
material model taking into account strain rates, with its parameters identified 
from the dynamic characterisation tests performed at CIRA. The water media is 
modelled by combining SPH particles in the impact area and solid Finite 
Elements around, leading to a water model containing 62100 SPH particles and 
22400 solid elements. 
     The comparison with the test data is performed in terms of acceleration (nodal 
acceleration at nodes located at the accelerometers position), pressures 
(simulated pressures are extracted from dedicated contact interfaces between the 
water media and selected shell elements on the skin) and residual deformation of 
the tank. 
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Figure 8: Impact on water of a deformable cylindrical shape – Vimpact=10 m/s 
(CIRA’s LISA test facility). 
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Figure 9: Numerical/experimental comparison for the 8 m/s impact test. 

     The simulations for the 3 impact velocities lead to quite similar conclusions, 
hereafter summarized and illustrated in Figure 9 for the 8 m/s impact velocity: 
 The deformations of the test article are slightly over-predicted by the code 

(conservative analysis). 
 Accelerations are conveniently predicted. 
 Pressures are well predicted at soft areas i.e. where the test article deforms. 
 Pressures are systematically over-predicted at stiff or slightly deformable 

areas (a refinement of the SPH network shall permit a better prediction). 

5 Conclusion 

These works performed within the GARTEUR Action Group AG15 aimed at 
evaluating the capacity of the SPH formulation to simulate fluid/structure 
interaction, with the objective to apply the method to the modelling of helicopter 
ditching [4]. In a preliminary step, one major goal of the group consisted in 
generating an experimental database including laboratory tests and tests on 
simple shapes, in order to collect relevant data for the validation of numerical 
models. Based on this experimental database, numerical works have established 
the relevance of the SPH formulation to represent the physics involved in 
fluid/structure interaction phenomenon and to predict the order of magnitude of 
most experimental observables (force, acceleration and pressure), however 
noting a tendency to some overestimation according to the considered data. 
Finally, SPH simulations also proved to be free of numerical instability and 
runnable over large run times, thus constituting one significant advantage 
compared to classical Finite-Element methods when modelling highly 
deformable media. 
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Abstract 

The evaluation of armor stone performance as a viable construction material is 
essential to increasing the longevity of maritime structures used to protect 
harbors, coastal areas and navigable waterways from damaging waves and other 
forces. The environmental parameters have led to the armor stones deteriorating 
faster than laboratory testing indicates. This paper provides an overview of the 
decomposition of the four rock types (limestone, granite, quartzite, and concrete) 
over the five field inspections. The meteorological variables were used to 
calculate the number of freeze-thaw events that occurred over the time period. 
The water wave height data were used to calculate stone deterioration from wave 
actions. The results from the field observations, together with the meteorological 
analysis, were used to help better parameterize the numerical model and assist in 
identifying problems in scalability from laboratory test samples to field samples.   
Keywords: hydrodynamic forces, response of structures, fluid dynamics, armor 
stone durability, great lakes, numerical modeling, laboratory testing. 

1 Introduction 

Degradation of armor stone placed in coastal navigation areas in the United 
States Great Lakes has occurred as the result of a number of interacting and 
interrelated natural factors, such as seasonal weather changes, and repeated 
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cycles of temperature (e.g., flowing water, wetting and drying, wave action, 
freeze and thaw, etc.). This study was proposed to evaluate the importance of 
various factors in armor stone durability, consider the relevance of test 
procedures and possibly develop scaling factors and test methods that will be 
more representative of the materials used.  It also provides guidelines for the 
personnel involved in source selection activities, so they may be more consistent 
across the organization. The research provides a better understanding of the 
relationship between the standard tests used in stone specifications and the 
performance of stone in the structures. Several investigations have developed 
standard field and laboratory procedures for careful comparisons of stone of 
similar, if not identical, properties.  Previous investigations have been directed at 
considering the causes, based on comparison of different types of stone used in 
different structures. Much of the testing performed on stone submitted as 
material for erosion protection is based on the protocols used to evaluate 
concrete aggregate and sub-grade stone materials – that is, tests designed for use 
on material orders of magnitude smaller than armor stone of several tons. 
Acceptance of sources is then based on a combination of test results, 
performance records, and quarry inspections. 
     As a secondary objective, beyond evaluating testing, the results of this study 
and the previous work on armor stone durability would be used to develop 
guidelines for future armor stone selection procedures with respect to ranking of 
stone types, excavation methods and geologic characteristics of the materials 
available within a region. These guidelines could also be considered when 
developing documents, such as “Engineering Considerations during 
Construction”, for use in evaluating proposed sources. 
     Three sites, Burns Harbor, Cleveland Harbor and Keweenaw Waterway were 
selected for evaluation of armor stone performance.  Index stones were placed in 
the structures and monitored over the study period.  Samples from quarries used 
in shoreline projects were designated and tested using existing ASTM or testing 
protocols contained in existing stone specifications that stipulate the size of 
samples. These test results were compared to tests of larger size samples to 
consider the effects of scale. In addition, larger samples were placed in structures 
so that they may be subjected to the conditions that cause weathering of armor 
stone and the results of their performance have been compared to the laboratory 
results.  To consider the combined effects of environmental stresses on armor 
stone, testing were done to evaluate the performance of stone subjected to both 
freezing and thawing and wetting and drying. This testing was performed on the 
same samples rather than independently, as is more typically done.  The 
combined testing realistically simulates the environmental conditions in the 
structure.  In addition, by including stone of different rock types (i.e. igneous, 
metamorphic and sedimentary), the relative scaling effects can be evaluated to 
determine whether the scaling factors, if they exist, are constant or variable by 
rock type.  After evaluating monitoring data, a determination was made as to the 
relative comparability of scaled laboratory test results and material durability in 
coastal projects in the Great Lakes, and recommendations made as to the 
appropriate laboratory tests for future stone specifications. 
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Figure 1: Drawing of the cutting lines and test specimens. 

2 Field sampling and monitoring 

To determine qualified samples for this study, several quarry sites that have 
historically supplied material for shoreline protection in and around the Great 
Lakes Region were visited.  The five samples received represent two of five 
material types proposed for the entire investigation.  Samples identified as 
MCNP 1, 2, 3 are stone discard pieces from stones placed in the field for 
monitoring from the Hayton Quarry.  Each sample consisted of two slabs, each 
approximately 4-ft by 6-ft by 1-ft, from the original stone and was assigned 
Concrete and Materials Branch Serial No. 070103, 070104, and 070105, 
respectively.  The smaller, thinner slabs are further identified as Slab A and the 
larger thicker, more massive slabs are further identified as Slab B (fig. 1).  
Samples identified as MCNP 4 and 5 are also discard pieces from stones placed 
in the field from Valders Quarry.  These samples also consisted of two slabs, 
each approximately 4-ft by 6-ft by 1-ft, and was assigned CMB Serial No. 
070106 and 070107, respectively.  The samples proposed for Phase I of this 
investigation are the CMB Serial No. 070104 (MCNP-2) and 070105 (MCNP-3).   

3 Numerical modeling 

3.1 Estimation of degradation rate 

Latham [1] provided a simple approach to estimate reduction in armor rock 
weights as results of several environmental and other impacts. Factors affecting 
the degradation rate are the intrinsic material properties of the rock source, the 
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production-influenced geometric properties of the armors tine, the environmental 
boundary conditions at the coastal site, and the armor layer design concepts used. 
The parameters affecting stone degradation rates are provided in table 1. 

Table 1:  Degradation-rate factors for armor stone (post-construction). 

Type of factor Controlling factor   Parameter 
Intrinsic 
material 
properties of 
the rock 

Mineralogy Rock 
fabric 
strength 

Resistance 
to 
weathering 

Ks (see 
X6) 

Micro-texture abrasion Ks 
Weathering grade Type-II 

impact 
breakage 

Ks(see 
X4) 

Block integrity Block 
strength 
due to 
existence 
of macro-
flaws 

Type-I 
impact 
breakage 

(see X4) 

Production 
influenced 
geometric 
properties 

Block size (W50)  X1 
Block grading 
(W85/W15) 

X2 

Initial shape (PR) X3 
Environmental 
boundary 
conditions 

Incident wave 
energy (e.g. H2

ST2
m 

or Hs) 

 X4 

zone of structure X5 
Meteorological 
effects 

X6 

Water-borne 
attrition agents 

X7 

Factors 
influenced by 
design of 
armor layer 

Concentration of 
wave attack (slope 
angle+ tidal range) 

 X8 

Armor stone 
mobility in design 
concept (e.g. Hs/ 
Dn50) 

X9 

W50 is the median weight of blocks. W85 and W15 are the 85 and 15 percent 
lighter by weight values. PR is the Fourier Asperity Roughness parameter. HS 
and Tm are the significant (i.e. average of the highest one third waves) wave 
height and mean wave period.  is the buoyant density of rock relative to sea 
water and Dn50 is the nominal size of W50 block. 
Source: Latham [1] 
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     To determine degradation rate for a given armor stone, a sample of the 
material is tested in an abrasion mill simulation of the wear process. This 
provides a graph of weight versus laboratory time. Laboratory time is converted 
to years on site using an equivalent wear time factor, which is derived from a 
product of nine weighted parameters (see table 1). The effects of fracturing and 
spalling as well as abrasion are included.  

3.1.1 Example of degradation model 
The rock samples are used in the abrasion mill to create plot of fractional weight 
loss versus revolutions (fig. 2). This graph gives the typical loss in asperity 
roughness observed in milling tests. The equivalent wear time factor, X is 
calculated as product of all ratings. 

 
i

9

1
XX   (1) 

     The value X is then used to convert number of years in service to thousands of 
revolutions in mill. Using fig. 1 and the number of revolutions, W/W0 (W = final 
stone weight; W0 = initial stone weight) will be estimated and finally the 
reduction in weight will be calculated. 
     As an example input parameters for two site situations are given in table 2 
(Latham [1]): (i) for a 3 ton, basalt in tropical climate, medium grading, dynamic 
design, and (ii) for 4.5 ton, temperate climate, narrow grading, static design. 
 
 
 

 

Figure 2: Abrasion mill test results for a specific type of armor stone. 
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Table 2:  Example site situation summary. 

  Ratings 
Parameter (i) (ii) 
X1 size 0.72 0.84 
X2 grading 1.0 1.2 
X3 shape 1.5 1.5 
X4 wave energy 2.0 2.0 
X5 zone 1.0 1.0 
X6 climate 0.2 1.0 
X7 attrition 1.0 1.0 
X8 concentration of attack 1.5 1.0 
X9 block mobility 1.0 2.0 
X  0.6 6.0 

3.2 Characterization of rock heterogeneity  

Liu et al. [2] describes a statistical approach (homogeneity index) to characterize 
the heterogeneity in rock. According to this article, the Weibull distribution 
(Weibull [3]; Hudson [4]) describes very well the experimental data for the 
distribution of microstructures within rock. Therefore, the Weibull statistical 
distribution is used to characterize the rock heterogeneity. The Weibull 
distribution may be simplified as: 
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


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


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

 
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00

exp1dx)x(P)(Q  (2) 

where  Q is a simplified form of Weibull distribution,   is the elemental 
parameter (MPa), P is the Weibull probability density function, m is the shape 
parameter describing the scatter of  and describes the heterogeneity of rock,  
and 0 is the mean value of the physical-mechanical parameters of the specimen 
(elemental parameter). 
     The most recommended method for calculating the homogeneous index m 
(Curtis and Juszczyk [5]; Davies [6]) is to rank strength () data from smallest to 
largest and the assignment of respective Q () values according to the following: 

 
1N

i
)(Q


  (3) 

Where i is the rank and N is the total number of specimens. According to 
Equation 3, the Weibull distribution can be liberalized into the following form: 

 BAxlnmlnm
)(Q1
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lnlny 0 


















  (4) 
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where y=ln [ln {1/[1-Q ()]}], A=m, x=ln , and B=-m ln 0.  With reference to 
this equation, a plot of ln against ln [ln {1/[1-Q ()]}] gives the line-
relationship and the slope of the line is the homogeneous index m. The best 
estimate of the homogeneous m may be obtained using the linear least squares 
(LLS) techniques (Davies [6]): 

 
 
  






22 )x(xn

yxxyn
Am   (5) 

where , x and y in the equations are abbreviations for n
i=1, xi and yi, 

respectively. 
     One of the attractive aspects of the Weibull distribution is the presence of the 
shape parameter, which allows this function to take a wide variety of shapes. For 
m = 1; this distribution is exponential; at about m = 1.5; the distribution is nearly 
log-normal; and at about m= 4, it closely approximates a normal distribution. 
Since the shape parameter m is a measure of the element parameter variability, it 
can be considered as a homogeneity index. The larger the index m is, the more 
homogeneous is the rock. When m tends to infinity, the variance tends to zero 
and an ideal homogeneous rock is obtained. 

3.3 Estimation of freeze-thaw intensity 

The intensity of freezing and thawing depends on the freezing temperature, the 
duration of the freezing cycle, the available moisture, the slope direction 
(geographic area properties), degree of saturation, and permeability (rock 
properties) (Lienhart [7]).  The first four of these parameters depend on 
geographic area and the last two factors are merely rock properties. Linehart [7] 
describes the calculation of some terms that can be used to calculate intensity 
and frequency of freeze-thaw cycles. 

 

Figure 3: Isoline map of the moist freeze-thaw index for the United States. 
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     The National Oceanic and Atmospheric Administration (NOAA) climate data 
are used to calculate mean number of freezing cycle days for each month. These 
monthly freezing cycle days could then be added to find the mean number of 
freezing cycle days per year. Since the presence of moisture is significant in the 
freeze-thaw durability environment it was decided multiply the percent days of 
precipitation of 0.01 inch or more during the freezing cycle month by mean 
number of freezing cycle days per year and the product was termed moist freeze-
thaw index. Fig. 3 shows isoline map of the moist freeze-thaw index for the 
United States using Lienhart method. 

3.4 Design 

The design process for the determination of riprap and armor stone sizes is 
complex, particularly for the various geometries of channel protection, and is 
beyond the scope of this article. Various factors must be considered in order to 
fully understand how the design parameters have an indirect effect on stone 
performance, and two of the more useful of the design equations will be 
reviewed to demonstrate the influence of these factors. 
     Hudson and Fairhurst [8] developed the best known of the design equations 
for determination of acceptable armor stone size to resist damage from a given 
wave system based on hydraulic modeling studies. The equation is as follows: 

 1)cotθ(Sr/KwHW dr
3   (6) 

where W is the weight of the armor unit, H is the average wave height of the 
highest 10 percent of all waves, wr is the unit mass of the stone, Kd is a damage 
coefficient, Sr is  the specific gravity of the stone, and  is the angle of the slope 
of the armor stone. 
     Hudson and Fairhurst [8] present the results of an extensive series of 
experiments conducted to obtain basic information on the stability, Kd of rubble-
mound breakwaters. These equations along with other design formulations have 
been used in this study. 

4 Overview of Keweenaw waterway 

The Keweenaw waterway is located on Michigan’s Upper Peninsula, USA.  The 
waterway was completed in 1860’s. It connects Lake Superior with Portage and 
Torch Lake. The waterway has been used by shipping companies in the early 
days to transport copper and other goods. The waterway experiences some of the 
harshest weather conditions in the great Lakes region with large fluctuations in 
temperature and high wind and wave action due to large fetch. The local weather 
has led to stones deteriorating faster than laboratory testing indicates.  
     Ten index stones were placed within the toe of the western structure: five 
lime stones, two granites, two quartzites and one cement. The weather data 
consist of hourly surface observations from Houghton county memorial airport, 
hourly buoy observations from NOAA buoys and hourly wave data from 
GLERL GLCFS.  
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     Freeze-thaw effects have potential to increase rate of deterioration. Water gets 
into natural and man-made cracks of the stones. When water freezes in these 
cracks, it causes them to expand, increasing its size and exerting more pressure 
on surrounding areas. Subsequent thawing leaves larger areas for the process to 
repeat itself.  Two published methods of freeze-thaw cycle techniques were used 
for this study. The first method is described by Lienhart [7] and the second one is 
modified form of Arnold et al. [9].   
     Results of the freeze-thaw cycle calculation indicate that the site observation 
data are consistent with both methods. Maximum number of freeze-thaw events 
occur during seasonal changes, such as the late fall and early spring. Most 
intense period occurred in the winter and month of November. Freeze-thaw cycle 
had a little correction with the overall rate of the stone degradation.  
     Waves impacting the structure can cause stone to move around, potentially 
increasing the rate of deterioration. Hudson and Fairhurst [8] equation is used to 
determine the minimum weight of a stone to ensure weight of stone to ensure 
structure stability for a given wave condition. Wave heights had a strong 
correlation with the degradation of cement.  

5 Summary and conclusion 

The project described here is a multi-year research effort. To date we have 
completed part of the study. The results presented here are not conclusive. The 
reader should look for future publications of this research project. Currently, ten 
index stones have been placed at Keweenaw Waterway and eight index stones at 
Cleveland Harbor. The Keweenaw samples consist of ten stones, five lime 
stones, two quartzites, two granites and one cast concrete block.  All Keweenaw 
index stones (except the cast concrete) were cut into roughly rectangular shapes 
producing a 5–6 ton stone. The concrete block was cast into approximately the 
same dimensions as the other cut stones. Cleveland Harbor’s index stones consist 
four cut stones; two sandstones and two lime stones and four cast concrete 
blocks (with varying concrete mixtures). These stones also rectangular in shape 
average about 9 tonnes in weight. The index stones placed in Keweenaw 
Waterway and Cleveland Harbor are currently being monitored for rock mass-
loss and degradation. Additionally, specific macroscopic features being 
monitored include vugs, stylolites and fossils in the limestones and fractures, 
joints and cracks in the quartzite and granites. Petrographic analysis of various 
microscopic features is continuing as part of the laboratory efforts. 
     A total of four rounds of monitoring have been conducted at Keweenaw 
Waterway.  Field observations on these samples indicate that in general the 
stones are weathering from the edges inward towards the center of the stone. The 
cast concrete block has shown the most weathering with measurable 
deterioration and mass-loss beginning along its edges (and some corners) that is 
progressing towards the center of the stone. This trend is less evident in the other 
index stones, but four rounds of observations indicate that although stone 
deterioration and mass-loss is less than for the concrete block, it is still 
progressing in a similar manner. 
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     The limestones, quartzites, and granites have had little measurable rock mass-
loss and display  no clear trends, but numerous macroscopic features including 
fractures and joints on all rock types and vugs and stylolites found in the 
limestones are being monitored for change and a time line for a stone 
deterioration index is underway. 
     Several of the Keweenaw index stones displayed ice abrasion during their 
first winter (2006). This abrasion occurred mainly as scoring of the rock at its 
waterline due to ice movement. One stone, a quartzite, was moved (displaced to 
the toe of the structure) during a large storm event in October of 2006, but 
recovered and replaced on the structure in August 2007. 
     The field observations and laboratory testing will be used to construct a 
“stone durability index model” that will be useful in determining the life cycle of 
large (type A) armor stone. The model will integrate field observations and 
laboratory testing into a common index that will predict percent rock mass-loss 
and deterioration rate. 

References 

[1] Latham, J-P., Degradation model for rock armour in coastal engineering. 
Quarterly Journal of Engineering Geology, 24, pp. 101-118, 1991. 

[2] Liu, H.Y., Roquete, M., Kou, S.Q. & Lindqvist, P.-A. , Characterization of 
rock heterogeneity and numerical verification. Engineering Geology, 72, pp. 
89–119, 2004. 

[3] Weibull, W., A statistical distribution function of wide applicability. J. Appl. 
Mech., pp. 293–297, 1951. 

[4] Hudson, R. Y., Design of Quarry-Stone Cover Layers for Rubble-Mound 
Breakwaters, U.S. Army Engineer Waterways Experiment Station Research 
Report No. 2-2, Vicksburg, MS, 39 p., 1958. 

[5] Curtis, R.V. & Juszczyk, A.S., Analysis of strength data using two- and 
three-parameter Weibull models. J. Mater. Sci., 33, 1151– 1157, 1988. 

[6] Davies, I.J., Empirical correction factor for the best estimate of Weibull 
modulus obtained using linear least square analysis. J. Mater. Sci. Lett., 20, 
997– 999, 2001. 

[7] Lienhart, D.A., The geographic distribution of intensity and frequency of 
freeze-thaw cycles. Bulletin of the Association of Engineering Geologists, 
25(4), pp. 465-469, 1988. 

[8] Hudson, J.A., Fairhurst, C., Tensile strength, Weibull’s theory and a general 
statistical approach to rock failure. The Proceedings of the Civil Engineering 
Materials Conference, Held in Southampton 1969, pp. 901– 904, 1969. 

[9] Arnold, J. G., Allen, P. M. , Ramanarayanan, T. S. , Srinivasan, R., Muttiah, 
R. S., The Geographical distribution of freeze/thaw and wet/dry cycles in the 
United States, Environmental & Engineering Geoscience, 2(4), pp. 596-603,  
1996. 

426  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



Numerical simulation of reservoir fluctuation 
effects on the nonlinear dynamic response of 
concrete arch dams 
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Abstract 

Fluid-structure interaction problems occur in many engineering structures, such 
as dams, gates, offshore structures, storage tanks, piping systems, etc. Analysis 
of such interaction problems is important for the safe and economic design of 
future structures and the safety and performance evaluation of present ones. In 
the present study, reservoir fluctuation effects on the nonlinear dynamic response 
of concrete arch dams are investigated. The structure nonlinearity is originated 
from material nonlinearity due to tensile cracking and compression crushing of 
mass concrete using the William-Warnke failure surface in principal stress state 
(Smeared Crack Model). The reservoir is assumed to be compressible and 
foundation rock is modeled as a mass-less medium. The DEZ concrete arch dam 
in Iran, with a height of 203m, is selected as the case study. The system is 
executed using records based on the response spectrum of the dam site. It is 
found that fluid-structure interaction has significant structural effects on the 
system such that, when the reservoir level is increased, almost all structural 
responses of the dam body, such as crest displacement, velocity and acceleration, 
decrease until a special level and growth is significantly made for reservoir 
maximum level in the linear model. In addition, principal stresses on upstream 
and downstream faces increase significantly with reservoir dewatering. On the 
other hand, responses of the dam in the nonlinear model have special intricacies, 
but the extension of cracked areas in both upstream and downstream faces 
develop meaningfully by decreasing the reservoir water level and there is good 
argument between stress results in the linear and nonlinear models. 
Keywords: concrete arch dam, fluid-structure interaction, reservoir fluctuation 
effect, smeared crack model. 
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1 Introduction 

Interaction between dams and impounded water is one of key factors affecting 
the seismic response of arch dams during earthquakes. When the dam–reservoir 
system is subjected to an earthquake, hydrodynamic pressure in excess of 
hydrostatic pressure occurs on the upstream face due to vibration of the dam 
body and water in the reservoir. The magnitude of hydrodynamic pressure effect 
on the response of arch dams depends on the water level in the reservoir, which 
is governed by the reservoir operation regime. Sometimes the reservoir may be 
dewatered to visit the upstream face or to repair probable damages or because of 
drought and it has been found that these states can considerably affect the 
response of arch dams during earthquakes. The importance of hydrodynamic 
effects on the behavior of arch dams subjected to earthquake ground motions has 
long been recognized by investigators, such as Chopra [1], Chwang [2], Fok and 
Chopra [3], Hung and Chen [4], Fahjan et al. [5]. They studied dam-reservoir 
systems with different geometrical features of the dam body and the pertinent 
reservoir. In Fok and Chopra’s studies, complex frequency functions were used 
to define dam–reservoir interactions and concrete material was assumed to be 
linearly elastic. They found that hydrodynamic pressure plays an important role 
on the dynamic response of arch dams. In these studies, the reservoir was 
generally considered to be empty or full. Proulx et al. [6] investigated 
experimentally and numerically the variation of resonant frequencies of 
EMOSSON arch dam for four different water levels. Akkose et al. [7] studied 
reservoir water level effects on the nonlinear dynamic response of arch dams. In 
their investigation, concrete is idealized as elasto-plastic material using the 
Drucker-Prager model and the reservoir was modeled with Lagrangian fluid 
finite elements. They found that reservoir water level effects must be considered 
in the nonlinear analysis of arch dams. 
     There are several approaches to simulate the stress–strain relationship of mass 
concrete under various stress states. In this regard, theories based on plasticity 
and fracture mechanics approaches have been developed and used in most 
engineering analyses. In addition, several researches have been conducted to 
study the dynamic behavior of concrete arch dams. Kuo [8] suggested an 
interface smeared crack approach to model contraction joints and used this 
technique for the dynamic analysis of arch dams. Hall [9] proposed a simple 
smeared crack model to simulate contraction joints, while diagonal cracking is 
neglected in his work. Espandar and Lotfi [10] applied non-orthogonal smeared 
crack and elasto-plastic approaches to the Shaheed Rajaee arch dam in Iran. 
Mirzabozorg et al. [11] utilized a damage mechanics approach to conduct 
seismic nonlinear analysis of concrete gravity dams in 2D space, including dam-
reservoir interaction effects. In 2005, Mirzabozorg and Ghaemian [12] developed 
a model based on the smeared crack approach in 3D space. In their work, they 
analyzed 3D models, including dam-reservoir interaction effects, and considered 
the nonlinear behavior of the structure. 
     In the present study, reservoir level fluctuation effects on the nonlinear 
seismic response of a high arch dam, including dam-reservoir-foundation 
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interaction, is investigated utilizing the Eulerian approach in the fluid domain 
and the Lagrangian approach in the solid domain. The dam body is modeled, 
defining concrete material properties and considering the smeared crack method 
entitled NL-SCM, and dam-reservoir-foundation interaction is taken into 
account. In the conducted analyses, the height of water in the reservoir is 
considered in four various levels so that in the first analysis 28.9%, in the second 
52.1%, in the third 79.9% and in the last one 96.9% of the total height of the dam 
body is filled in order to study responses of the modeled system. 

2 Constitutive models for concrete material nonlinearity 

In theories based on continuum crack, the fracture is idealized to propagate as a 
blunt front smeared over an entire element or a certain band width of the 
element. After initiation of the fracture process, determined by a suitable 
constitutive model, the pre-crack material stress-strain relation is replaced by an 
orthotropic relation with a material reference axis system aligned with the 
fracture direction. One of the most important branches of continuum crack is the 
nonlinear – smeared crack model (NL-SCM), which considers concrete nonlinear 
characteristics. 
     The behavior of concrete elements is assumed to be linear elastic until it 
reaches ultimate strength (Figure 1) and the elasticity modulus of concrete is 
considered as the average, E, instead of the linear actual, E0.  Stress increases 
linearly along with an increase in strain. In this step, each reloading of elements  
 

 

 

Figure 1: Typical uniaxial compressive/tensile stress-strain curve for 
concrete. 
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leads to elastic returning of strain. The tension failure of concrete is 
characterized by a gradual growth of cracks, which join together and finally 
disconnect larger parts of the structure. It is a usual assumption that forming 
cracks is a brittle process and the strength in the tension-loading direction 
abruptly goes to zero after big cracks. 
     In the utilized model, cracking occurs based on the William-Warnke 5-
parameter failure model. According to this theory, cracking occurs when a 
combination of principal stresses in any direction lies outside the biaxial failure 
surface. After cracking, the elastic modulus of the element is set to zero in the 
direction parallel to the principal tensile stress direction. In this model cracking 
is permitted in three orthogonal directions at each integration point. When 
cracking occurs at an integration point, the stress-strain relation is modified by 
defining a weak plane normal to the crack direction, which is unable to endure 
any tensile stresses.  

3 Finite element formulation of reservoir 

Hydrodynamic pressure distribution within a reservoir is governed by the 
pressure wave equation. Assuming water is linearly compressible and neglecting 
viscosity, the small-amplitude irrotational motion of water is governed by the 3D 
wave equation given as: 

),,,(
1

),,(
2

2 tzyxP
c

zyxP 


  (1) 

where P is hydrodynamic pressure and c0 is the velocity of the pressure wave in 
the water. 
     For earthquake excitation, conditions at the boundaries of dam-reservoir, 
reservoir-foundation, reservoir-far-end and reservoir-free-surface as, shown in 
figure 2, are governed as given in following sections. 

3.1 Dam-reservoir boundary condition 

At the surface of fluid-structure, there must be no flow across the interface. This 
is based on the fact that the face of concrete dams is impermeable.  
 

 

Figure 2: Boundary conditions for dam-reservoir-foundation. 
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in which as
n is normal acceleration of the dam body on the dam-reservoir 

interface and n is the normal vector on the face. The superscript s refers to 
structure. 

3.2 Reservoir-foundation boundary condition 

If there is no energy absorption on the reservoir bottom and sides, the same 
boundary condition represented in eqn (2) is used. The reservoir bottom 
absorption effect can be implemented with eqn (3). 
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where q is the admittance coefficient and the relation between q and the wave 
reflection coefficient, α, is expressed as: 
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3.3 Free-surface boundary condition 

In high reservoirs, surface waves are negligible and hydrodynamic pressure on 
the reservoir surface is taken as zero. 

3.4 Reservoir-far-end boundary condition 

For modeling far-end truncated boundary, viscous boundary called as 
Sommerfeld boundary condition is utilized given as eqn (5). 
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4 Numerical simulation of the model 

DEZ dam is a high double curvature arch dam with a peripheral joint separating 
the dam body from its concrete saddle structure (PULVINO foundation). Its total 
height (maximum height above the foundation) is 203m and the height of the 
main body is 186m. Thickness of the dam at crest is 4.5m and its maximum 
thickness at base is 21m. 
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Figure 3: Finite element model of the dam, foundation and reservoir. 

     Finite element idealization prepared for dam, foundation rock and reservoir is 
presented in figure (3). Model consist 792 8-node solid elements for modeling 
concrete dam and saddle and 3770 elements for modeling foundation region. In 
addition, reservoir is modeled using 3660 Eulerian fluid elements. 
     Isotropic elasticity of mass concrete in static and dynamic conditions is 
40GPa and 46GPa and Poisson’s ratio are 0.2 and 0.14, respectively. Density of 
mass concrete is 2400 Kg/m3. Uniaxial crushing and cracking strength for mass 
concrete under static loads are 35MPa and 3.4MPa and under seismic loads are 
raised to 36.5MPa and 5.1MPa respectively. Also, isotropic elasticity of 
foundation rock in saturated and unsaturated regions is reported as 13GPa and 
15GPa. Furthermore, reservoir water density is assumed 1000kg/m3, sound 
velocity is 1440m/s in water and wave reflection coefficient for reservoir around 
boundary is taken as 0.8.  

5 Loading history 

Applied loads are dam body self-weight, hydrostatic pressure in various water 
levels and earthquake load. It is worth noting that thermal loads is not considered 
in the current article because of the main object of the study which is considering 
fluctuation effects of the reservoir water level. The β-Newmark method is 
utilized to solve the coupled nonlinear problem of dam-reservoir-foundation 
model. 
     The system is excited at foundation boundaries using TABAS earthquake 
records.  Total time duration of earthquake is 48.9s. For specifying significant 
duration of excitation, Arias intensity on Husid diagram was used and time 
interval between 10% and 80% of Arias intensity (totally 70%) was selected. 
With this method significant time duration is obtained to be 10s (as shown in 
figure 4). Moreover structural damping is taken to be 10% of critical damping. 

6 Discussion of results 

Considering great importance of natural vibration modes, 30 first periods of 
dam-reservoir-foundation system in four different water levels was extracted. As 
seen in figure 5, natural period grows associated with reservoir impounding 
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which is because of added mass to the system. Differences between modes are 
meaningful for ten first modes. Water levels in reservoir are considered as 56, 
101, 155 and 188 m that stand to level I, level II, level III and level IV to 
investigate reservoir level fluctuation effects on dynamic responses of the 
selected arch dam. 
 

Figure 4: TABAS earthquake in TABAS station. 

 

Figure 5: Comparison of dam periods at four different reservoir levels. 
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Figure 6: Time-history of US/DS displacement for the center of the crest. 

6.1 Crest displacement 

Time-history of crest displacement at central cantilever in four considered 
reservoir water levels is shown in figure 6. As can be seen, when the reservoir 
level is decreased, crest displacement shifts toward upstream direction. The crest 
experiences maximum displacement in downstream direction when the reservoir 
level is set to be at level IV.   
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Table 1:  Absolute max velocity of crest points in the stream direction. 

 
Center point 

(m/s) 

Left quarter point 

(m/s) 

Right quarter 

point (m/s) 

Level (IV) 1.093 0.779 0.766 

Level (III) 1.064 0.697 0.700 

Level (II) 1.087 1.133 0.832 

Level (I) 1.157 1.142 0.850 

Table 2:  Absolute max acceleration of crest points in the stream direction. 

 
Center point 

(m/s2) 

Left quarter point 

(m/s2) 

Right quarter 

point (m/s2) 

Level (IV) 24.00 25.35 26.65 

Level (III) 27.54 22.66 28.37 

Level (II) 31.75 33.88 25.08 

Level (I) 40.64 35.80 25.96 

 

6.2 Crest velocity 

Table 1 represents absolute max velocity of crest points in stream direction 
corresponding to various reservoir levels. As can be found, raising reservoir 
levels from I to III leads to decreasing in total velocities, but to sudden  

increasing from level III to IV. Maximum velocities can be seen at level I as 
well. The reason can be attributed to free movement of the upper parts of the 
dam body. 

6.3 Crest acceleration 

Table 2 represents absolute max acceleration of crest points in stream direction. 
As shown, in the central point the acceleration increases regularly by decreasing 
reservoir level and it is followed approximately in left quarter point but 
accelerations remain the same in the right quarter point for all levels except level 
III where the maximum acceleration has greater value than the rest. 

6.4 Bottom pressure 

Table 3 represents hydrostatic, absolute max of hydrodynamic and total 
pressures at bottom of the dam body for different reservoir levels. As shown,  
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Table 3:  Hydrostatic, absolute max of hydrodynamic and total pressures at 
the base level. 

 
Hydrostatic 

pressure(MPa) 
Hydrodynamic 
pressure(MPa) 

Total pressure 
(MPa) 

Level (IV) 1.647 0.357 2.005 

Level (III) 1.324 0.300 1.624 

Level (II) 0.794 0.326 1.120 

Level (I) 0.353 0.253 0.606 

 
 
absolute max of hydrodynamic pressure in level IV is more than the rest and in 
level I is less than the others. Between these levels hydrodynamic pressure varies 
between maximum and minimum amounts and generally, total pressure grows 
with increasing reservoir level. 

6.5 Cracked areas 

Cracked areas for upstream and downstream faces of the dam body for various 
water levels are shown in figure 7. In each level two various situations 
corresponding to static and seismic analyses are shown. As it is found, cracking 
status of the dam body becomes critical by reservoir dewatering. Generally it is 
the case for upper parts of upstream and downstream faces, in vicinity of pulvino 
and some areas around bottom of the dam body. In static condition, cracked 
areas for levels I, II and III are the same and limited only to a few elements, but 
in level IV the number of cracked elements show a little increasing. On the other 
hand, seismic analyses with various reservoir levels shows increase in number of 
cracked elements and also changes in pattern of cracked areas according to 
reservoir dewatering. 

7 Conclusion 

In the present paper, effect of reservoir level fluctuation on nonlinear seismic 
response of a high concrete arch dam is considered. Mass concrete is assumed to 
able cracking and crushing in tension and compression, respectively. Reservoir 
medium is assumed compressible and foundation rock is flexible. Four levels are 
chosen for studying and FE model of dam-reservoir-foundation is excited using 
an earthquake record scaled based on response spectrum of the dam site. It is 
found that dewatering the reservoir leads to increasing absolute maximum 
velocity and acceleration along the crest and moving the crest toward upstream 
direction. 
     In addition, when the reservoir is impounded, the number of cracked elements 
and the extension of cracked regions are less than the cases when the reservoir 
water level is low.   
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Static Analysis Seismic Analysis 

Level IV 

 

Static Analysis Seismic Analysis 

Level III 

 

Static Analysis Seismic Analysis 

Level II 

 

Static Analysis Seismic Analysis 

Level I 

Figure 7: Cracked areas in upstream and downstream faces of the dam body. 
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Fluid–structure simulation of a viscoelastic
hydrofoil subjected to quasi-steady flow
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Abstract

Fluid–structure interaction simulations are performed for a flexible hydrofoil
subjected to quasi-steady flow conditions. The hydrofoil is fabricated from a
polymeric material that exhibits viscoelastic effects, causing the hydrofoil to
change shape while subjected to the fluid loads. The time-dependent deformations
and loads will be compared in the future to empirical results from upcoming water
tunnel tests. The fluid–structure interaction simulations are performed using a
tightly coupled partitioned approach, with OpenFOAM as the flow solver and a
finite element solver for the structural response. The codes are coupled using a
fixed-point iteration with relaxation. The flow is modeled as laminar and quasi-
steady. Simulations indicate the hydrofoil angle of attack (AOA) changes from
zero to a negative value as the material relaxes. The approach used here is being
developed for application to a blood pump that has a performance closely tied to
blade deformation through the impeller tip clearance.
Keywords: fluid–structure interaction, viscoelasticity, hydrofoil, OpenFOAM.

1 Introduction

The area of fluid–structure interaction (FSI) modeling has been very active in
recent years, as evidenced by the numerous papers in the literature (see, for
example, the review by Tezduyar and Sathe [1]). The dramatic advances in
affordable computational resources coupled with improved modeling capability
for both fluid and solid structures over the past two decades have made feasible
coupled fluid/solid simulations for real-world engineering applications. While
FSI simulations have been an area of research since the late 1970s (see Felippa
et al. [2]), there still exist several challenges before these simulations will be
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routinely applied to real-world engineering applications (Tezduyar and Sathe [1]
and Longatte et al. [3]).

The present application is related to a flexible blood pump impeller with a tip
clearance (i.e., the clearance between the blade tips and the pump housing) that is
very sensitive to blade deflections. The impeller is fabricated from a polymer that
has a time-dependent response to applied loads (creep) and enforced displacements
(stress relaxation), and therefore requires the use of a viscoelastic material model.
The influence of blade deformation on pump performance is expected to be very
strong because of the anticipated tip gap changes.

The approach to solving this problem involves several steps. The first step is
to implement a FSI solver capable of modeling the nonlinear, time dependent
polymeric material behaviour. Verification and validation of this solver is the
second step and will be performed using a simple hydrofoil constructed of the
same polymer as the blood pump impeller, and subjected to flow in a water tunnel
for which net blade loads and blade deformation will be measured. The modeling
approach will then be modified and updated as necessary and then applied to
the actual rotating impeller of the blood pump. Time-dependent performance
predictions of the pump will be compared to empirical results. The focus of the
current paper is the fluid–structure simulations of the simple polymeric hydrofoil
operating in the water tunnel test section.

2 Problem description

A single hydrofoil constructed of a polymeric material is affixed in a water tunnel
test section with zero angle of attack (AOA). The hydrofoil is a modified NACA
series 66 with a = 0.8 camber [4] and thus has nonzero lift at zero AOA. The
upstream flow boundary is modeled as a uniform inflow with a velocity of 2 m/s
and the downstream flow boundary is modeled with a zero pressure condition. The
no-slip condition is applied at all other fluid boundaries. The foil is constrained
at the root and is subjected to fluid pressures at the fluid/solid interface, ΓF/S . A
schematic of the setup is shown in figure 1. The test section has a length (L) of
0.762 m, width (W) of 0.508 m, and height (H) of 0.114 m. The distance from the
inlet to the foil leading edge is 0.356 m. The foil has a chord length (c) of 0.050 m
and a span (s) of 0.100 m.

The Reynolds number, based on hydrofoil chord, for this flow is approximately
100,000 and the critical Reynolds number for transition to turbulence is on the
order of 200,000. Therefore, it is reasonable to employ a laminar flow model for
the first attempt at modeling this problem.

3 Fluid–structure simulation approach

The governing equations for continuum mechanics (both fluids and solids), cast in
an arbitrary Lagrangian Eulerian (ALE) form, are as follows. Mass conservation
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Figure 1: Flow over a cantilevered modified NACA 66 hydrofoil with uniform
inflow conditions.

is governed by the continuity equation:

∂ρ

∂t
+ ∇ · [ρ (v − vale

)]
= 0, (1)

where ρ is mass density, v is the particle velocity, and vale is the grid point
velocity. For a Lagrangian implementation, vale = v, and for an Eulerian
implementation, vale = 0. Performing a force balance and making use of the
continuity equation leads to the following momentum equations:

ρ
∂v

∂t
+ ρ

[(
v − vale

) · ∇]v = ∇ · σ + ρb, (2)

where σ is the stress tensor and b is the body force.
The current effort makes use of a segregated approach, wherein each domain

is modeled separately and employs different solvers. The fluid domain solver for
this problem employs a finite volume discretization while the solid domain solver
uses a finite element discretization. The use of a segregated approach enables the
governing equations to be cast in different primitive variables: velocity for the
fluid solver and displacement for the structure, as is traditional for each of these
domains.

Because the fluid and solid time scales are much shorter than the viscoelastic
relaxation (discussed below in Section 3.2) timescale, a quasi-steady simulation is
used in this work. It is therefore not necessary to include the temporal components
in the continuum equations shown above, but they are included for the sake
of completeness. Note, however, that the solution time does play a role in the
viscoelastic material model response.

While the governing equations for each domain (eqns (1) and (2)) are identical,
the constitutive relationships required for closure of the equations differ, as
described below along with the coupling requirements at the fluid/solid interface.
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3.1 Flow solver

OpenFOAM is the flow solver of choice for this effort because it facilitates
custom integration with third-party solvers, has a pre-existing, robust mesh motion
capability, and it is freely available through the GNU General Public License. The
automatic mesh motion solver for the current problem makes use of a variable
diffusion coefficient with quadratic dependence on the distance from the moving
boundary (i.e., γ = 1/l2), see Jasak and Tuković [5]. The flow for this problem
is approximated as incompressible and laminar, and the stress-strain closure is
modeled as Newtonian:

σ = −pI + 2µS, (3)

where p is the thermodynamic pressure, µ is the absolute viscosity, I is the second
rank unity tensor, and S is the strain-rate tensor.

3.2 Structural solver and solid model

The structural solver employed for this work uses a Lagrangian finite element
(FE) implementation, which means the mesh velocity is equivalent to the material
velocity, vale = v. The momentum equation (eqn 2) becomes:

ρ
∂2u

∂t2
= ∇ · σ + ρb, (4)

where u are the material displacements.
One of the important aspects of the current problem is the time dependency of

the polymeric material. The time dependency is a result of a viscous-like material
behaviour. The material also exhibits elasticity in that it will not continue to
flow unbounded with the application of a finite stress. The viscoelasticity model
employed for this work follows an approach similar to that used by the commercial
software Abaqus (see the Abaqus User’s Manual [6]) and derived in a similar
manner by Kaliske and Rothert [7]. This model is for linear viscoelastic materials
(which does not mean the time response of the material is linear, but rather the
stress is proportional to strain at any given time: ε [cσ(t)] = cε [σ(t)], where c
is a constant) and uses the approximation that shear and volumetric behavior are
independent. Experimental evaluation of the current material suggests that only
the shear terms need to be modified by the viscoelastic model, which is consistent
with most material behavior as reported by Kaliske and Rothert [7] and also in the
Abaqus Manual [6].

The underlying material model is that of the Generalized Maxwell Element,
which consists of Maxwell elements (i.e., a spring and dashpot in series) in parallel
with a Hooke element (i.e., a spring) as shown in figure 2. The spring stiffness
shown in this figure represents the material stiffness at infinite time (i.e., after all
of the viscoelastic forces have diminished to zero). Each of the Maxwell elements
are represented by a term in a Prony series (a series of the form

∑N
i=1 γie

−t/τi)
representation of the material, which is further described below.
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Figure 2: General Maxwell element with N components.

The stress is decomposed into hydrostatic and deviatoric components in order
to isolate the viscoelastic effect from the volumetric terms:

σn+1 = κ tr εn+1I + dev σn+1, (5)

where κ is the bulk modulus, tr εn+1 is the trace of εn+1, and dev σn+1 is the
deviatoric part of the material stress tensor for the current (n + 1) time step. The
deviatoric part of the stress takes on the following form:

dev σn+1 = dev σn+1
0 +

N∑
i=1

hn+1
i , (6)

where σ0 is the elastic stress tensor and hi are the internal stress variables that
come from the so called heredity integral:

hi(t) =
∫ t

o

γie
− t−s

τi
∂σ0(s)
∂s

ds. (7)

Splitting this integral into parts that are known (i.e., time period [0, tn]) and
unknown (i.e., time period [tn, tn+1]), and using the approximation ∂σ0(t)

∂t ≈
σn+1

0 −σn
0

∆t , the internal stress variables at the next time step are approximated as
follows:

hn+1
i ≈ e

−∆t
τi hn

i + γi
1 − e

−∆t
τi

∆t
τi

[
dev σn+1

0 − dev σn
0

]
, (8)

where γi are the normalized relaxation constants, τi are the relaxation times, and
∆t = tn+1 − tn is the time step. Both γi and τi represent terms of a Prony series
and are determined from empirical data as described below.

Important for nonlinear finite element analyses using an implicit formulation
with a Newton algorithm is the material stiffness tensor. The tensor is computed
as follows for the viscoelastic material:

Cn+1 = κII + 2µ0

[
1 +

N∑
i=1

γi
1 − e

−∆t
τi

∆t
τi

](
I − 1

3
II

)
, (9)

where I is the fourth rank unity tensor.
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Figure 3: Stress relaxation data and the resulting Prony series curve fit.

Table 1: Prony series stress relaxation parameters.

Component, i γi τi

1 0.1484 4.130

2 0.2115 8.195x101

3 0.1993 1.610x103

Relaxation constants and times, γi and τi, are determined from empirical stress
relaxation data of tensile test samples. The polymeric material used in this work
has a 95 A Shore hardness and is from the Hapflex line of materials purchased
from Hapco, Inc., Massachusetts USA. The constants are determined by a least-
squares fit to uni-axial tensile stress relaxation data shown in figure 3 along with
the resulting fit. The parameters used to create this fit are provided in table 1. The
remaining parameters required for the structural model are the long term modulus,
E0, and Poisson’s ratio, ν. The material is assumed to be nearly incompressible
and thus ν = 0.49 is used in the simulations. The long term modulus has been
estimated from empirical data to be E0 = 30.4 MPa.

The finite-element solver used for this effort has been been implemented by
the authors in the form of a C/C++ program that can easily be combined and
compiled with OpenFOAM. The use of a separate finite-element solver instead of
the existing structural finite volume solver in OpenFOAM is a matter of preference.

3.3 Coupling approach

The algorithm defining the solution procedure is provided in figure 4. As indicated
in this figure, a fixed-point iteration is performed with under-relaxation to ensure
the fluid pressures and solid displacements are tightly converged before moving on
to the next time step.
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The under-relaxation approach employs the Aitken ∆2 method [8] to define the
dynamic relaxation coefficient. The coefficient is calculated as follows:

ωi = −ωi−1
rT

i (ri+1 − ri)
|ri+1 − ri|2 , (10)

where ri = ûΓF/S ,i − uΓF/S ,i−1 and ûΓF/S ,i are the computed fluid/structure
interface displacements for iteration i. The prediction of the displacements for
the current iteration is then uΓF/S,i = uΓF/S ,i−1 + ωi

(
ûΓF/S,i − uΓF/S,i−1

)
,

as indicated in the coupling algorithm of figure 4. The iteration stops when
|ri|/√n < ε, where n is the length of ri and ε is the error tolerance.

Solve Fluid

Solve Solid

/F S
pΓ

Converged? t=t+δt

Move Fluid Mesh

ui = ωiûi - (1-ωi)ui-1 t>tend STOP

START

Fixed-Point Iteration

No Yes

Yes

No

i++
ûi

Figure 4: Implicit coupling scheme with under-relaxation.

4 Simulation results

The important variables to monitor for the current simulation are blade deflection
and net blade load because these will be measured during the upcoming water
tunnel tests. Sample results for the blade deflection, shown by blade tip sections,
are provided in figure 5. The net blade forces, from integrating the fluid pressures
over ΓF/S are shown in figure 6. This figure shows results for a baseline model and
the viscoelastic model. The baseline model uses a constant constitutive relationship
wherein the modulus represents the material response to an instantaneously
applied load.

The blade AOA at the tip section changes from zero at the start of the simulation
to increasingly negative values, reaching −8.1◦ at t = 360 s. The blade lift
(lift = −Fy) decreases to zero after about 50 s of operation, and then continues
to decrease with time as indicated in figure 6. This figure also shows the large
difference in force magnitude between the baseline and viscoelastic models and the
strong temporal dependence of the viscoelastic model. Note that the the first 360 s
of operation are shown in this figure. Results have been computed for longer times
and indicate the system is nearly at a steady state condition after approximately
one hour of operation.
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Figure 5: Blade tip section deflections; curves show results from different
simulation times; baseline model response shown by dotted curve.
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5 Summary and conclusions

Tightly coupled FSI simulations have been used for a single hydrofoil sub-
jected to quasi-steady flow to model the effects of a viscoelastic hydrofoil
operating in a water tunnel test section. The fluid domain is discretized using
the finite volume approach, and solved using OpenFOAM. The flow is mod-
eled as incompressible, laminar, and steady. The moving mesh in the fluid
domain is accomplished through the tetrahedral decomposition approach with
Laplace smoothing, as implemented in OpenFOAM. The solid domain is dis-
cretized with finite elements and solved using an author-written solver that
is compiled with the OpenFOAM solver to facilitate data transfer necessary
for the domain coupling. Simulation results for blade deformations and loads
with respect to time show the dramatic effect of employing the viscoelastic
constitutive relationship instead of an equivalent material modulus. The AOA
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of the blade monotonically decreases from zero to increasingly negative val-
ues (reaching −8.1◦ at t = 360 s), with concomitant decreases in blade
lift. It can be concluded that the inlet flow velocity of 2m/s should be
satisfactory for use in the water tunnel test to provide blade deformations and
forces large enough to be easily measured.
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Abstract 

Ultrasonic cavitation was generated with ultrasound of 33 kHz in a small closed 
water tank, containing about one liter of water. Cavitation was experimentally 
observed simultaneously with high-speed cameras in IR and visible spectra. 
Cameras were capturing images of the same observation area. From the images 
obtained time-dependent velocity fields were calculated for both cameras. 
Velocity calculation was based on pattern and similitude recognition between 
pairs of consecutive images. Images from the visible spectrum were also 
processed in order to detect the individual graphical objects presumably linked 
with cavitation collapses. As a result, correlations between velocity fields from 
each camera and correlations between velocity fields and cavitation collapses 
were determined. Strong correlations were found in all cases. Additionally, a 
delay was found for the velocities from the camera in the visible spectrum when 
compared to the thermographic results. Also the behavior of the correlation 
between cavitation collapses and velocities was in some cases found to be 
dependent on whether the velocities were from the images taken in the visible or 
the IR spectrum. 
Keywords: cavitation, ultrasound, IR thermography, velocity fields, correlation, 
bubble collapse, visualization. 

1 Introduction 

Ultrasonic cavitation has many applications (Mason and Lorimer [1], Brennen 
[2]) and an obvious question that arises when one is dealing with it, is what is 
happening inside. In search for a non-trivial answer, an experimental approach to 
measure basic flow quantities seems appropriate, since currently available 
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numerical methods cannot sufficiently handle a phenomenon of such complexity 
as found in practical use in industrial processes, medicine etc. [3–6], although the 
experimental approach has also some limitations. As cavitation actually consists 
of bubble collapses, often very fast sensors are needed. Additionally, it is 
desirable to use non-intrusive methods to preserve a true cavitating fluid flow 
(Franc and Michel [7]), such as visualization [8–14]. 
     This paper presents several new approaches to cavitation. First, it describes 
thermovision method applied to measure cavitation thermal effects. On a scale of 
a single bubble very high temperatures can occur during the compression stage 
of cavitation collapse (Rae et al. [15], Kim et al. [16]) and temperature delay is a 
known phenomenon during cavitation growth (Brennen [2], Franc and Michel 
[7]). Also in case of cryogenic liquids local temperature drops are reported (Ishii 
and Murakami [17]). However, proper experimental measurements of 
temperatures are very scarce (Dular et al. [18]) and few experimental data of that 
kind are available (Fruman et al. [19]). 
     Secondly, algorithm for determination of velocity fields based on 
experimental visualization results is presented, so that velocities near solid 
boundaries in cavitating water are obtained. The algorithm works similarly to 
PIV (Stanislas et al. [20]) but no seeding particles are needed. Thirdly, detection 
of collapses of cavitating bubbles is presented, which are then identified as a 
driving factor for measured velocity fields. 
     Cavitation was generated in an ultrasonic cleaning device, filled with water. 
For visualization, high-speed cameras that work in IR and visible spectra were 
used. They were synchronized and were taking images of the same observation 
area. Detection of collapses of bubbles was based on images from a high-speed 
camera operating in the visible spectrum. Presented results show that there is 
good agreement between velocity fields from both cameras and that velocity 
magnitude is in proportion with the number of cavitation collapses.  

2 Experimental set-up 

Experimental set-up is presented in figure 1. Cavitation was generated in a 
closed container of an ultrasonic cleaning device, partially filled with water. It 
was generated with a piezoelectric transducer oscillating at 33 kHz. A vessel 
containing approx. 1 liter of untreated tap water was just partially filled, then air-
tightly closed with a lid, having an acrylic-glass tube (opened just at the bottom 
end) attached to it. When the tube was inserted in the water so that its open end 
was below the initial water level, it was possible to raise the water level above 
the edge of the vessel by evacuating the air through a valve at the top of the tube. 
On the upper end of the tube an observation window was mounted. Such set-up 
was necessary to obtain free space for laser sheet illumination needed for 
visualization in the visible spectrum. Through the observation window two 
synchronized cameras running at 66 Hz were taking images of the same 
observation area in sequences of approx. 20 s. A sapphire glass window was 
chosen because it is transparent in both IR and visible spectra (Edmund Optics 
[21]), which were the operating ranges for our cameras. 
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Figure 1: Experimental set-up. 

     A thermographic camera CMT384SM Thermosensorik, operating in the IR 
spectrum ranging from 1.5 to 5 μm was used. Resolution was set to 384x288 
pixels and exposition time was 1 ms. Temperature fields were taken at the 
water–sapphire window interface because in the measured spectrum water is not 
transparent to IR (Hale and Querry [22]). It was checked that 20 μm thick water 
film was completely opaque for the measured part of the IR radiation. The 
uncertainty of the mean water operating temperature was ±0.15 K. More 
important in our case is that the uncertainty of temperature changes in a single 
point, relative to the operating temperature, was only ±0.03 K. 
     The camera for visualization in the visible spectrum was Basler Scout 
scA640-70gm (resolution 640x480 pixels, exposition time 1 ms). Illumination 
for the camera was provided by a collimated laser Quantum Ventus 520 (527 
nm, 700 mW), generating approx. 1 mm thin laser light sheet. It was positioned 
in parallel with the observation window, with its front and back edges still 
illuminated.  

3 Image processing 

With both cameras being synchronized, series of images were taken. 
Thermocamera images (TC) were representing temperature fields, while the 
camera in visible spectrum took black-and-white images (BW) of particles in the 
illuminated layer of water. Example of TC and BW images is shown in figure 2.  
     To obtain further information about the observed cavitation, images were 
processed in several ways. First, brightness and contrast values of the raw 
images were modified so that useful information covered the larger part of the 8-
bit span of grayscale images. Secondly, velocity fields were calculated. An 
example of an obtained velocity field is shown in figure 3. Additionally, large 
objects were detected on BW images. Time series of velocities and frequency of 
large objects were then filtered. The same filter was used in all instances. On 
these series correlation was applied to quantify their relationships and 
interdependence.  
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Figure 2: Example of series of BW (A) and TC (B) images (time between 
frames is 15 ms, frame size is 13x19 mm).  

 

Figure 3: Example of instantaneous velocity field superposed on TC image. 

3.1 Velocity field calculation 

An algorithm for the estimation of displacement and, consequently, velocity was 
developed. To estimate displacement and velocity from two consecutive images, 
2D image cross correlation was applied. All procedures in a selected region of 
interest were applied in two consecutive images (one pair) in the image 
sequence. Velocity was calculated from displacement according to camera frame 
rate and image pixel size. 
     Measurement uncertainty of PIV measurements is in the range of 1% 
(Stanislas et al. [20]). We estimate that using our algorithm for the velocity 
measurements the same level of uncertainty is achieved.  

3.1.1 Selection of interrogation windows 
Velocity estimation was performed in a selected matrix of 34x22 locations in the 
first image of the chosen pair. A set of interrogation windows of different sizes 
was extracted from the first image for every selected location.  
     The best results were obtained for the starting size of interrogation window of 
45x45 pixels, reducing to the final size of 35x35 pixels with a step size of 2 
pixels. Interrogation window was moved across the second (consecutive) image 
in both horizontal and vertical direction. A rate of successful searches and 
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accurate space localization were considered. By defining smaller interrogation 
windows, not enough details from images were included, producing scattered 
results. By using larger windows, velocity field was averaged too much and the 
details of local velocities were lost.  

3.1.2 Selection of best finds 
For each interrogation window size up to 5 locations were found in the second 
image, ordered by the similarity of the pattern in relation to the pattern of the 
template of the first image. The similarity was quantified with 2D cross-
correlation. The one that was selected had the highest correlation coefficient 
where the distance from the template was smaller than a selected value of 15 
pixels. Additionally, locations were also rejected on the basis of the lowest 
allowed normalized correlation limit, set to 0.5. A value of 1 corresponded to 
exactly the same patterns in both templates. These limitations served to prevent 
that the determination of displacements and velocity vectors would be very 
different from those of their neighbors. 

3.2 Large object detection 

From observation of BW images the existence of two types of objects was 
apparent: a vast majority of small moving objects and very few large objects that 
appeared on only one image and disappeared on another. It was assumed that the 
first ones show laser light dissipation on microbubbles of undissolved gas and 
solid impurities while the second ones actually show cavitation bubble collapses. 
In figure 4 three examples are provided, taking three consecutive images (A, B, 
C), showing for each example the same observation area through time.  
 

 

Figure 4: Examples of sequences of consecutive images (A–C) containing 
collapse structures (B). 

     It is clearly visible that in B-images some objects are significantly bigger than 
the others and that they are not present in either A or C images. The actual 
shapes of these collapse-related objects probably show some parts of bubble 
splashing against a solid wall (Tong et al. [23]) which was in our case the 
sapphire observation window. Shapes may be more or less deformed circles due 
to the existing velocity field, pressure gradients, interaction with other bubbles 
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etc., causing that the microjet is not perpendicular to the window. In some cases 
several large objects together in the same image may also indicate secondary 
collapse(s) (Bai et al. [24]).  
     The relationship between the number of detected objects and their area is 
shown in figure 5. Distributions for a random single image (gray circles) and for 
the average of the whole sequence (little black squares) are presented, where the 
number of objects in one image is counted. Note the logarithmic scales that were 
used because the number of objects so drastically reduces with their increased 
area. The number of objects that is smaller than unity represents that they are not 
present on every image. To determine if an object is large several thresholds for 
object area were used, set from 10 to 50 pixels with a step of 5 pixels. Within 
this range, the frequency of large objects reduces for approximately a thousand 
times. 
     Using the obtained classification of detected objects, the appearance of 
collapse-related objects in time in a certain region in each BW image was 
analyzed. This is presented in figure 6. The left image (A) shows the original 
BW image. From all objects detected in it, only the ones with their area greater 
than a given threshold were preserved, and are shown in the image (B). The 
concentric circles around a chosen point define search areas. Radii were 
increased from 20 to 120 pixels with 20-pixel steps. For each area, the number of 
included (fully or partially) objects (e.g. objects 1-3) was calculated. 
 

 

Figure 5: Distribution of frequency of objects with regard to their size. 

 

 

Figure 6: Determination of collapse-related objects (1-3) from original 
images (A) and their counting inside circular searched areas (B). 
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     In order to continue, time series of these quantities were obtained by 
computing velocity fields and presence of large objects for each image.  

3.3 Filtering 

Spatial representation of computed velocity magnitudes in one moment in time 
are presented in figure 7. The left image stands for the velocities from the BW 
image, whereas the right image is for the velocities from corresponding TC 
image.  
 

 

Figure 7: Spatial representation of velocity magnitudes in one moment for 
both cameras. 

     When there is insufficient correlation, no velocity in a point is obtained. 
Generally, in BW series more velocities were missed than in TC series. This is 
represented in figure 7 where in some areas there are question marks. For 
computational purposes the velocities in these points were fixed to zero, 
although they often appeared near the areas with the highest velocities. To 
compensate this, a low-pass filter (in temporal sense) was applied. A 1st order 
Butterworth filter was chosen as such filters are monotonic and have maximally 
flat magnitude response in the passband (Bianchi and Sorrentino [25]). Cutoff  
 

 

Figure 8: Comparison between original and filtered time series of velocities 
in a single point. 
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frequency, for which the magnitude response of the filter was 2/1 , was set to 
0.33 Hz. Original and filtered signals of temporal velocity magnitudes in one 
point are presented in figure 8. 
     The same filter was applied to the data concerning the counting of large 
object appearance. First, the same phase shift was produced, and secondly, the 
original data were ill-conditioned for comparison with velocity time series 
because they consisted of sporadic integers. This was greatly improved after the 
filter was applied. 

4 Results 

Some comparisons between BW and TC velocities were already presented in 
figure 7 (spatial distribution) and figure 8 (time series). In figure 7, velocities are 
higher on the right side of each image and have similar magnitudes (where 
defined), as can be seen from gray levels. In figure 8, velocities in one point are 
displayed as time series, where time advancement is indicated by image number. 
General course is the same for both BW and TC, although TC values are smaller. 
Measured velocities are mostly in order of a few cm/s. The comparison of 
temporal signals also shows that TC signal slightly precedes BW signal (note the 
positions of peaks). This is presented in more detail in figure 9, where computed 
correlations between BW and TC signals are shown.  
 

 

Figure 9: Correlation of velocity signals, shifted in time. 

     Correlation r was calculated as 
 

   
       







2222 YYNXXN

YXXYN
r

, (1) 

where N is the number of images in a series which is in further analysis the same 
as the number of data in X or Y, which are vectors of compared quantities (e.g. 
velocities, number of objects, average brightness etc.) at a chosen position in an 
image. 
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     While the maximum of the best correlation obtained across the image for a 
single point is reached when signals are shifted for 13 images (TC delayed for 
0.2 s), the maximum for mean correlation (mean from all correlations, not from 
mean velocity) was for 9-images shifted signals (TC delayed for 0.14 s).  
     In the next step, velocities were compared to collapses (as related by large 
objects). In figure 10 normalized velocity courses in a single point together with 
the normalized number of large objects found around that point are shown. 
Velocities are chosen for the same point as presented in figure 8. A location of 
the point is shown with a cross in figure 6 (B). In figure 10 results for the search 
area of radius 40 pixels are presented, while the minimal object size was set to 
20 pixels.  
     Good general agreement can be observed, especially between TC signal and 
the number of objects, considering that such different quantities are compared. 
     The effects of the search area radius and the minimal object size on the 
correlation between the velocities and the number of objects were investigated 
and the results are shown in figure 11. Correlation for frequency of large objects 
compared to BW velocities is shown on the left side and for TC velocities on the 
right side. While increasing the minimum object area causes the correlation to  
 

 

Figure 10: Comparison between velocities and number of objects for time 
signal in a single point. 

 

Figure 11: Correlation between velocities and number of objects. 
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diminish in both cases, the effect of the search area radius is not the same. On the 
left (BW), the correlation generally grows with increased radius and decreases 
slowly just for small object areas, while on the right (TC), the correlation 
decreases with increasing radius of the search area almost over the whole range 
of values. However, for both cases the best correlation is obtained for the 
smallest search radius and the smallest minimal object area. 

5 Discussion 

By using a relatively new experimental approach to cavitation (Dular et al. [18]), 
cavitation thermal effects were successfully measured. Temperature drops were 
in range of a few tenths of kelvin, lasting for a few tenths of a second. Spatial 
scales were in range of millimeters. Due to physical properties of water which is 
not transparent in the measured part of IR spectrum, temperatures at the water-
observation glass interface were measured.  
     By taking into account the finite thickness of the observing layer of water 
illuminated with laser light sheet (BW case) which was thicker than the observed 
interface between water and sapphire window (TC case), it can be also explained 
why measured TC velocities were smaller than BW velocities, because further 
away from the observation window the effect of solid wall due to viscosity gets 
smaller and velocities are higher. 
     A short note about the cameras: frames were taken at 66 Hz with 1 ms 
exposure time. It was estimated that the frame rate of both cameras is sufficiently 
high. The increased frame rate would not significantly contribute to better 
results, especially not in TC case, whereas in BW case it is expected that in the 
critical moments around collapses, velocities could be found more often. The 
real advantage of higher frame rate is in better detection and observation of 
collapses themselves (BW images), where additional information on collapse 
shape may be useful for prediction of velocity field orientation or direction of 
thermal effect spreading etc.  
     As untreated tap water was used, many of very small objects were related to 
light reflections on undissolved gas bubbles and on other particles, not connected 
with cavitation. It is believed that by using filtered and degassed water many of 
these small objects would disappear. While this provides better initial images for 
large object detection and quantification, it would be a great drawback for 
velocity field calculation because the searching algorithm would lack handles for 
detecting similar patterns.  

6 Conclusions 

Experimental investigation of cavitation, generated in an ultrasonic cleaning 
device at 33 kHz was done based on visualization with two synchronized high-
speed cameras, operating in visible and IR spectra, and was further supported 
with image processing tools. An algorithm was developed to determine temporal 
velocity fields from visualization images on the basis of similarity searching. 
Another tool was used to determine individual objects in the images from camera 
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recordings in visible spectrum. Detected objects were depending on their sizes, 
connected with cavitation collapses, and several comparisons between velocity 
fields from both cameras and frequency of collapses were done, quantified by 
correlation. 
     The main findings are listed below: 

1) Measured velocities resulting from ultrasonic cavitation were in a range 
of a few cm/s. Similar values were obtained from the analysis of visible 
and IR images, but velocities were generally higher in the first case. 

2) Good agreement between spatial and temporal distributions of velocities 
was obtained from the analysis of visible and IR images, where for the 
time series from visible images, velocity information was delayed for 
about 0.14 s. 

3) Cavitation thermal effects were successfully measured, although usually 
neglected, and were proved useful for cavitation analysis. They were 
measured in the form of time dependent temperature fields, displaying 
temperature drops in range of a few tenths of kelvin, lasting for a few 
tenths of a second and with characteristic lengths in range of 
millimeters. 

4) From the images in visible spectrum individual objects were identified 
and connection between large objects and cavitation collapses was 
made. From distribution of object sizes it was determined that large 
objects occur very seldom, e.g. the smallest appear approx. million 
times more frequently than the greatest, while the ratio of their sizes is 
in a range of one to hundred.  

5) Good agreement between presence of large objects and velocity 
magnitude was found, from which a conclusion was drawn that 
cavitation collapses are driving measured stirring of water. The obtained 
correlation was higher when frequency of large objects was compared 
with velocities from IR images.  
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Question for Euler–Lagrange type simulator 
from a view point of macroscopic properties of 
gas-liquid multiphase flow 
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Abstract 

Corrections to the conventional two-fluid model equations  are briefly illustrated, 
showing the general expression of the two-fluid model equation without any 
restriction on averaging, the general expression of the interaction term with 
‘inside-out’ property, and the corrected two-fluid model equation with a new and 
novel term reflecting the ‘inside-out’ property of the interaction term.   
     On the basis of the corrected two-fluid model equation, several questions are 
stated and discussed for Euler–Lagrange type simulator with respect to the 
moving velocity of individual drop and fluctuating motion of drops, and new 
concepts for Euler–Lagrange and Euler–Euler type of simulators are proposed 
focusing on the fluctuating motion of drops, which is one of the representative 
phenomena in the dispersed multiphase flow. 
Keywords: fluctuating motion of drops, dispersion of drops, Euler–Lagrange 
type simulator, Euler–Euler type simulator. 

1 Introduction 

Recently, a flaw in the basis of the conventional two-fluid model equation based 
on volume-averaging was revealed [8]. It was shown that the restriction, that the 
control volume must be between the drop size and the scale of macroscopic 
variations, was unrealistic for treating multiphase flow with spatial variation of 
macroscopic properties, and the two-fluid equation has been derived without any 
restriction on averaging, by combining volume-averaging and time-averaging.  
The most important founding in the work is that the interaction term has “inside-
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out” property, which has been over looked for more than 40 years since the 
appearance of the two-fluid model equations based on volume-averaging [1,9].  
The “inside-out” property causes significant corrections to the conventional two-
fluid model equations. 
     This work comprises three sections.  In the first section, the derivation of the 
corrected two-fluid model equation is briefly illustrated.  In the second section, 
questions for the previous Euler–Lagrange type simulators are stated and 
discussed with respect to the moving velocity of each drop obtained in the 
simulator, and the contribution of fluctuating motion of drops to the macroscopic 
property of the multiphase flow.  In the third section, new concepts for Euler–
Lagrange type and Euler–Euler type simulators are proposed focusing on the 
contribution of fluctuating motion of drops on the controlling mechanism of 
spatial distribution of the dispersed phase.   

2 Revision for the two-fluid model equation [8] 

2.1 Interaction term without any restriction on averaging 

Supposing dispersed two phase flow, eqn. (1) was obtained by successively 
volume-averaging and time-averaging the Navier-Stokes equation for the 
continuous phase in an entire volume of the continuous phase in a control 
volume V . 
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     Here,  c
, uc , Pc  and τc  are density, velocity vector, static pressure and 

stress tensor, respectively, of the continuous phase.  A notation FV
SR,

 on the right 

hand side is a sum of forces acting on drop surfaces in the control volume , and 

notations q
Λ  and q

c  mean time-averaged values of physical quantity q  for total 

time length of averaging   and total time length during which the continuous 
phase covers the point of interesting c , respectively, as defined by eqns. (2) and 

(3). 

    




2

2

,
1

,

Λ
t

Λ
t

dttq
Λ

tq XX  (2) 

    
 c

dttqtq
c

c
,

1
, XX  (3) 

     A notation X  is a position vector and a notation  
c

dttq ,X  means time 

integral of  tq ,X  for duration when the point X  is covered by the continuous 

464  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



phase.  A notation   in eqn. (1) is a local hold up of the dispersed phase defined 
as a ratio of d  to the total time-averaging duration  , where d  is a total tine 

duration during which the point of interest is occupied by the dispersed phase.  
Hence,  1 , in eqn. (1) is a local holdup of continuous phase.  Following 

relations hold, where suffices c  and d  mean continuous and dispersed phase, 
respectively. 
  dc   (4) 

 

 d  (5) 
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     A notation lim
0XV

 on the right hand side of eqn.(1) means to take a limit value 

when the control volume converges to a point X0.  Terms on the left hand side of 
eqn. (1) are given at a point X0 to which the control volume V converges.  The 
right hand side of eqn. (1) is the interaction term without any restriction on 
averaging.  Eqn. (1) shows that the interaction term in the two-fluid model 
equations based on time-averaging is time-averaged force acting on drop 
surfaces in an infinitesimal size of control volume. 

2.2 ‘Inside-out’ property of interaction term 

The value of 
 
 
 
for a control volume sufficiently smaller than a drop size was rigorously 
analysed for the dispersed two-phase flow with homogeneous size of drops with 
radius R , and eqn. (8) was obtained as a limit for the infinitesimal control 
volume.  
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     Here,   ,,: Rc XT  is defined by eqn. (9) below, where I  denotes the unit 

tensor:  A notation   ,,: RX  means a position in a spherical coordinate 

system   ,,r  with its origin at point X .  Notations               and              are  

       ,,:,,:,,: RRR
ccc P XIXX τT   (9) 

 

unit vector on the r -axis to the direction         and a duration in which the center 
of a drop with radius R  is in unit volume assigned at point X , respectively.  A 
notation       is the difference between time-averaged values of      at angular 
coordinates   ,  on the surface, which is                                  , and that at the   

same position in the bulk, which is        , as defined by eqn. (10), which was 
introduced to utilize the knowledge on the drag force, lift force and virtual mass 
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force.  The sum of them,              , is given by eqn. (11).  Knowledge on the drag 

force, lift force and virtual mass force can be applied to f T
d . 
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     To consider the first term on the right hand side of eqn. (8), the positions 
where the values of           and        are specified were exchanged.  That is; 
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     The last expression on the right hand side of eqn. (12) is the same as the 
conventional interaction term.  The intrinsic properties of the interaction term in 
the two-fluid model equations is visible in eqn. (8), which differs clearly from 
the conventional interaction term in its ‘inside-out’ property.   

2.3 Revised two-fluid model equation 

The ‘inside-out’ property can be treated by using Taylor expansion to shift the 
points where        and        are specified.  Upon neglecting higher order terms, 
eqn (13) was finally obtained. 
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     The first term on the right hand side of eqn. (13) is the same as the 
conventional interaction term.  Standard analyses of the drag force, lift force and 
virtual mass force for a single drop in a flow field can now be applied to             .  
     The second, third and fourth terms in eqn. (13) was introduced to compensate 
for the discrepancy between 
 

and the conventional interaction term    
V d

d Xf
X

T
0

0


 .  

     The Z  axis in the second term on the right hand side of eqn. (13) is chosen to 
the direction of  , and  Xf T

0


d
 and  Xf T

0
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d
 are forces acting on the two 

hemispherical surfaces of the drop having positive and negative values of Z  
respectively.  The parameter c  represents the effects of the weight function, 
cos , in the surface integration over the hemisphere surface, and is between 0 
and 1.  This term becomes significant for flow having steep gradients of the local 
holdup and averaged velocity. 
     The third term on the right-hand side of eqn. (13) is similar to the result of 
Kolev [4] in rearranging surface integrals for two-fluid model equations based on 
volume-averaging, which is crucial to excluding local holdup from the 
differential operator   in the static pressure term in the two-fluid model 
equation. 
     The fourth term on the right hand side of eqn. (13) arises from the definition 
of the force acting on a drop, f T

d
, given by eqn. (11), since T c , which is the 

difference between time- averaged values of tensor, τIT ccc P  , on a drop 

surface and in the bulk of the continuous phase, was taken to define the force 
acting on a drop f T

d
.  This term makes a small modification the shear stress term 

in the two-fluid model equation. 
     Finally, the two-fluid model equation is given as eqn. (14).  
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     Eqn. (14) is derived without any restriction on averaging, to which the 
accumulated knowledge on the drag force, lift force and virtual mass force can 
be applied. 

3 Question for Euler–Lagrange type simulator 

In the preceding section, it has been revealed that the conventional two-fluid 
model equations based on volume-averaging passed over the “inside-out” 
property of the interaction term due to the restriction on the size of the control 
volume.  It has been also shown that we have eqn. (14) as the two-fluid model 
equation without any restriction on averaging, to which the accumulated 
knowledge on the drag force, lift force and virtual mass force can be applied.  It 
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is worth noting here that eqn. (14) is obtained by combining volume-averaging 
and time-averaging, and the result, eqn. (14), is based on time-averaging.  This 
means that we have to keep in mind that the averaged physical quantities in the 
two-fluid model equation are to be based on time-averaging.  In this section, 
several questions for the conventional Euler–Lagrange type simulators are made 
and discussed from a view point of macroscopic properties of gas-liquid 
multiphase flow. 

3.1 Over-view of dispersed two-phase flow and questions for Euler–
Lagrange type simulator 

In a bubble column operated in the recirculating turbulent flow regime, it is well 
known that the flow field in the columns is fully developed turbulent flow with 
distributed size of vortices up to the order of column diameter [3,7].  Bubbles are 
rising in highly turbulent liquid flow with considerable scale of fluctuating 
motion induced by the vortices.  The well-known parabolic distribution of gas 
holdup in bubble columns operated in this flow regime [3,7] has been a hot target 
for numerical studies, and has not been successively realized yet [10].  The 
reason why bubbles are gathering in the central region of the column may be 
attributed to the lift force, and almost all of the previous works have been 
focused on the force acting on a drop, such as Tomiyama coefficient for the lift 
force [5], the dispersion force [2], and so on.   
     In Euler–Lagrange type simulators, a trail of each drop is followed by an 
equation of motion for each drop, to which accumulated knowledge on the forces 
acting on a drop is applied.  The values of moving velocity of drops thus 
obtained are “averaged” values, because the flow field of the surrounding fluid 
described by the two-fluid model equation is averaged one.  Several questions 
arise here: What kind of “mean” value is the moving velocity obtained from the 
equation of motion? Can we ignore the contribution of fluctuating motion of 
drops to the macroscopic property of the multiphase flow? What kind of forces 
should be accounted on the equation of motion for a drop?  Let us discuss these 
questions next. 

3.2 Equation of motion for a drop 

The equation of motion for a drop is given by Newton’s law, which is a balance 
between the acceleration term and the sum of forces acting on the drop.  The 
force acting on an entire surface of a drop is the contribution of a tensor Tc  

acting on the drop surface, however, the sum of the drag force, lift force and 
virtual mass force is given by eqn (11) as  Xf T

0

d

 which is assigned for the 

contribution of T c  on the drop surface.  Hence, the contribution of 

        ,,,:,,: 000 nXTXTXT RRR c
c

cc   should be accounted in 

addition to the force  Xf T
0d , to account all the forces acting on the drop surface.  

That is; 
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 (15) 

     Here, 
dV  is volume of a drop and 

V d

dV  means an integration over V d .  

The force  Xf 0b  given by eqn. (15) is regarded as buoyancy force, because the 

second term on the right hand side of the last expression in eqn. (15) can be 
neglected comparing with the first term.  
     The accumulated knowledge on the drag force, lift force and virtual mass 
force tells that the sum of those forces can be expressed as a function of liquid 
velocity uc  and moving velocity of a drop up , as eqn. (16).  The function H  can  

  uuf T
pcd H ,  (16) 

be easily found in text books or literatures in this research field.  Since we have 
an intention to utilize the two-fluid model equation, which is described in terms 
of time-averaged physical quantities, together with eqn. (16), let us expect that 
eqn (17) hold for the time-averaged velocity field of liquid uc

c  and averaged 

moving velocity of a drop u p . 

  uuf T
p

c
d cH ,  (17) 

     Here,  Xf T
0


d

 is a sum of the drag force, lift force and virtual mass force acting 

on a drop defined by eqn. (11).  The averaged moving velocity of a drop u p  is 

regarded as moving velocity of a drop defined by eqn. (17) for the flow field of 
the time-averaged velocity of the continuous phase uc

c . 

     Now, we have eqn. (18) as the equation of motion for a drop. 

     gfuuu VHV
dt

d
ddpc

c
pdd   b,  (18) 

     Here, f b is buoyancy force acting on the drop.   

     It is worth noting here that the dispersion force [2] does not appear on the 
right hand side of eqn. (18) because it was introduced in modifying Reynolds 
stress in the second term on the left hand side of eqn. (14).  The term is 
acceptable in the two-fluid model equation, but does not appear in the equation 
of motion for a drop. 

4 Proposal for Euler–Lagrange and Euler–Euler types of 
simulators 

The second term on the left hand side of eqn. (14) can be expressed in terms of 
time-averaged velocity field of continuous phase by using    model, for 
instance, probably with the dispersion force.  The fifth term on the right hand 
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side of eqn. (14) cannot be treated at present due to the lack of knowledge, 
however, it should be resolved for the practical use sooner or later.  Let us skip 
to the utilization of eqn. (14) for the simulator of multiphase flow.   

4.1 Euler–Lagrange type of simulator 

Since the averaged moving velocity of a drop, u p , is regarded as moving 

velocity of a drop defined by eqn. (17) for the flow field of the time-averaged 
velocity of the continuous phase, the actual moving velocity of a drop, up , is 
given as eqn. (19). 

 uuu  ppp  (19) 

     Here, up  is fluctuating component of moving velocity of a drop induced by 
turbulent vortices in surrounding fluid, which should play a key role in the 
simulator to control the distribution of local holdup of the dispersed phase 
through dispersion phenomena of drops. 
     Eqns. (14) and (18), and eqn. (20) which follows are basic equations for the 
Euler–Lagrange type of simulator. 

      011 



uc
c

tc   (20) 

     Eqn. (20) is the time-averaged equation of continuity for the continuous phase 
[6].   

     Supposing that spatial distributions of uc
c

 and Pc
c
, and averaged moving 

velocity, u p , and position of individual  drop are known at time tt 1 , the 

spatial distributions of  uc
c1  at the next time step ttt 

1
 can be calculated 

from eqn. (14).  The position of individual drop at the next time step is given by 

adding  uuu  ppp tt   to the position vector of each drop, then the spatial 

distribution of   at ttt 
1

 can be obtained.  Then, the value of uc
c

 at 

ttt 
1

 can be calculated, and the value of u p  at the next time step ttt 
1

 

is given by eqn. (18).  The spatial distribution of Pc
c
 at the next time step are 

determined so that the spatial distributions of uc
c  and Pc

c
 satisfy both eqns (14) 

and (20).   
     How to give the value of the fluctuating component up  to each drop is not 
known at present, however the trial and error approach in the numerical 
experiments to realize the distribution of the dispersed phase seem to be useful to 
obtain effective suggestion for the fluctuating motion.  
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4.2 Euler–Euler type of simulator 

The contribution of fluctuating motion of drops to the controlling mechanism of 
the distribution of local holdup of the dispersed phase can also be treated by 
introducing dispersion coefficient in stead of fluctuating velocity.  Since the 

time-averaged velocity of the dispersed phase uc
c  includes contributions of both 

averaged moving velocity of drops u p  and dispersion of drops due to fluctuating 

moving velocity up , we have eqn. (21). 

     Dpd
d

uu    (21) 

     Here, D  is a dispersion coefficient of drops.  A notation q
d  means time-

averaged values of physical quantity q  for total time length during which the 

dispersed phase covers the point of interesting.   
     Equation of continuity for the drop phase time-averaged for the dispersed 
two-phase flow is obtained as eqn. (22) [6]. 

   0 



ud
d

t
  (22) 

     Introducing eqn. (21) into eqn. (22), eqn. (23) is obtained. 

       



D
t

pu   (23) 

     Eqn. (24) also holds as the Navier-Stokes equation for the dispersed phase 
time-averaged for dispersed multiphase flow [6]. 
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     From eqns. (14) and (24), eqn. (25) is obtained. 
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     Here, the values of static pressure time-averaged for dispersed and continuous 
phases are assumed to be the same. 
     Eqns. (14), (17), (20), (23) and (25) are basic equations for the Euler–Euler 
type simulator.  Once we know the spatial distributions of time-averaged 

velocity of the continuous phase uc
c , the average moving velocity of a drop u p , 

time-averaged static pressure for the continuous phase Pc
c  and local holdup of 

the dispersed phase  , we can calculate the spatial distributions of them at the 
next time step, by using eqns. (14), (17), (20), (23) and  (25). 
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     Accumulated knowledge on the dispersion coefficient D  is poor at present; 

however, the trial and error approach in the numerical experiments to realize the 
distribution of the dispersed phase is an effective approach to investigate the 
fluctuating motion.  

5 Conclusion 

Corrections to the conventional two-fluid model equations have been briefly 
illustrated, showing eqn. (1) as the general expression of the two-fluid model 
equation without any restriction on averaging, eqn. (8) as the general expression 
of the interaction term with ‘inside-out’ property, and eqn. (14) as the corrected 
two-fluid model equation with a new and novel term comprising the product of 
the local gradient of holdup and the difference between the forces acting on a 
hemispherical surface of the drop cut by a plane perpendicular to the local 
holdup gradient[8].   
     Questions for the previous Euler–Lagrange type simulators have been stated 
and discussed with respect to the moving velocity of each drop obtained in the 
simulator and the contribution of fluctuating motion of drops to the macroscopic 
property of the multiphase flow.  It has also been shown in the discussion that 
the contribution of fluctuating motion of drops on the macroscopic properties of 
multiphase flow cannot be treated in the previous Euler–Lagrange type simulator 
because both the two-fluid model equation and the equation of motion for a drop 
are relations between time-averaged velocity field of surrounding fluid and 
averaged moving velocity of a drop.  
     Concepts of Euler–Lagrange type and Euler–Euler type simulators are 
proposed focusing on the contribution of fluctuating motion of drops to the 
controlling mechanism of spatial distribution of the dispersed phase.  It was 
shown that the fluctuating motion of drops, which cannot be treated in the two-
fluid model equation and the equation of motion of a drop, may play a key role 
in controlling the spatial distribution of local holdup of dispersed phase. 

Symbols 

D
:  dispersion coefficient of drops  sm

12   

f b
: force acting on drop surface due to tensor Tc time-averaged  

 for bulk of the continuous phase, which nearly equals to the  
 buoyancy force as defined by eqn. (15).  smkg

2  

f T
d : contribution of the difference between the values of Tc   

 at the drop surface and in bulk of the surrounding fluid, 
 on an entire surface of single drop, which is the sum of the  
 drag, lift and virtual mass forces for a single drop in  
 a flow field  smkg

2  
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f T
d

: contribution of T c
 on an entire surface of a drop, given  

 by eqn (19)  smkg
2  

f T
d : force due to T c

 acting on a hemispherical surface of  

 a drop with positive value of Z   smkg
2  

f T
d

: force due to T c
 acting on a hemispherical surface of  

 a drop with negative value of Z   smkg
2  

F
V

SR,
: sum of forces acting on drop surfaces in a control volume  smkg

2  

g : vector of gravitational acceleration  sm 2  

I : unit tensor    

  ,n : unit vector along the r  axis in spherical coordinate system  

 directed to   ,     

P : static pressure  Pa  

q : physical quantity 

r : radial coordinate in spherical coordinate system  m  

R : radius of a drop  m  

S : surface of a control volume  m2  

t : time  s  

Tc : tensor composed of static pressure and shear stress  

 tensor, defined as eqn. (9)  smkg 21    

T
c

: mean value of tensor Tc
 for duration Λ , at a fixed angular  

 coordinate on drop surface  smkg 21    

u : velocity vector  sm 1  

up : moving velocity vector of a drop  sm 1  

u p  averaged moving velocity vector of a drop, defined by eqn (26)  sm 1  

up  fluctuating moving velocity vector of a drop  sm 1  

V : volume of the control volume  m3  

V d : volume of a drop  m3  

X , X0 : position vector in Cartesian coordinate  m  

Z : coordinates in Cartesian coordinate system  m  

t : time step in numerical calculation  s  

 : local hold up of the dispersed phase, defined by eqn (8)    

 , : coordinates in spherical coordinate system  radian  
 XR : duration in which the center of a drop with radius R  is in unit  

 volume assigned at point X   ms 3  
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 : total duration for time averaging  s  

d : total time during which the dispersed phase occupies the  

 point of interest  s  

c : total time during which the continuous phase occupies the  

 point of interest  s  

 : density  mkg 3  

τ : shear stress tensor  Pa  

 
Suffixes and other notations 
c : continuous phase 

d : dispersed phase 
 : time-averaged value for total duration for time-averaging,   

c
: time-averaged value for duration c  

d : time-averaged value for duration d  

References 

[1] Anderson, T. B. and R. Jackson, A fluid mechanical description of 
fluidized bed, Ind. Eng. Fundam., 6, 527-534, 1967 

[2] Bertodano, M. L., R. T. Lahey and O. C. Jones, Phase distribution in  
bubbly two-phase flow in vertical ducts, Int. J. Multiphase Flow, 20, 805-
818, 1994 

[3] Hills, J.H., Radial non-uniformity of velocity and voidage in a  
bubble column, Trans. Inst. Chem. Engrs., 52, 1-10, 1974. 

[4] Kolev, N. I., Multiphase Flow Dynamics, 3rd ed., 51-54, Springer- 
Verlag Berlin Heidelberg, 2007 

[5] Tomiyama, A., Y. Nakahara, Y. Adachi and S. Hosokawa, Shapes and  
rising velocity of single bubbles rising through an inner subchannel, J. 
Nuclear Science and Technology, 40, 136-142, 2003 

[6] Ueyama, K. and T. Miyauchi, Time-averaged Navier-Stokes equations  
as Basic Equations for multiphase flow, Kagakukogaku Ronbunshu, 2,  
595-601, 1976. 

[7] Ueyama, K. and T. Miyauchi, Properties of recirculating turbulent two  
phase flow in gas bubble columns, AIChEJ., 25, 258-266, 1979. 

[8] Ueyama, K., A study of two-fluid model equations, submitted to  
J. Fluid Mechanics 

[9] Whitaker, S., Diffusion and dispersion in porous media, AIChE Journal,  
13, 420-427, 1967  

[10] Zhang, X. and G. Ahmadi, Eulerian-Lagrangian simulations of liquid- 
gas-solid flows in three-phase slurry reactors, Chem. Eng. Sci., 60, 5089-
5104, 2005. 

474  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



Control of a magnetic fluid drop moving in  
a viscous fluid inside a cylinder 

M. Shinohara 
Gifu National College of Technology, Japan 

Abstract 

An investigation has been made of the dynamic behaviour of a magnetic fluid 
drop settling in a viscous fluid inside a vertical cylinder in response to impressed 
magnetic fields. Two coils were placed so as their axes coincided with the 
cylinder axis in order to provide the magnetic field for the tests. The Reynolds 
number Re (Re = avz /) is in the range of 0.001–0.037. Here, a is the scale of 
the magnetic fluid drop, vz is the settling velocity of the drop and  is the 
kinematic viscosity of the machine oil. Near the upper coil, the centre of the drop 
is forced upwards, but the velocity of the drop is not always decreased. At the 
middle point between the two coils, the drop tends to extend along the field. Due 
to the change of the shape of the drop, the drag on the drop is reduced and the 
velocity of the drop is increased. 
Keywords: low Reynolds number, magnetic fluid, cylindrical wall, viscous fluid. 

1 Introduction 

A magnetic fluid is a homogeneous colloidal suspension of magnetic particles in 
a solvent. Various physical phenomena relating to the flows of magnetic fluids 
have been studied by Rosensweig [1]. 
     A number of interesting phenomena are exhibited by the magnetic fluids in 
response to impressed magnetic fields [2–4]. A certain interest is shown to 
magnetic fluids as carriers of drug. The magnetic field can pilot the path of a 
magnetic fluid drop in the body, bringing drugs to a target site [5], and the drugs 
can be retained there for as long as necessary. This means that it is important to 
investigate the motion of a magnetic fluid drop travelling inside a tube in an 
external magnetic field. 
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     This paper is concerned with the motion and the formation of a magnetic fluid 
drop settling in a stagnant viscous fluid inside a vertical cylinder under the 
influence of a magnetic field. First, we seek the difference of the settling velocity 
between magnetic fluid drop and an iron sphere under the influence of a 
magnetic field. The surface of the magnetic fluid drop is free, then the shape of 
the drop is deformed by the applied magnetic field and the settling velocity of a 
drop is changed. The shape of the iron sphere does not change and the velocity 
of it depends on the magnetostatic force. Second, it is shown that the velocity of 
the magnetic fluid varies at the middle point between two coils only due to the 
change of the shape of the magnetic fluid drop. 

2 Experimental method 

The experimental apparatus is shown in Fig. 1. A vertical glass cylinder about 
150cm long and of internal diameter 2.0cm is used. To eliminate the optical 
distortion in viewing a particle or a drop through the cylinder, a square section 
duct made of transparent plates was set outside the cylinder. Another square 
section duct was set outside this square section duct. Water of constant 
temperature circulates between these two square section ducts. The temperature 
of the room was controlled by an air-conditioner not to vary more than  1oC  
 

                      

Cylinder

Coil.1

Coil.2

D.V Camera

Thermometers

Machine oil

Scale

Water circuit

Linear rollaway

(a)  plan view

(b)  side view
 

Figure 1: Experimental apparatus. 

0 

476  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



from the set point. Three thermometers were inserted between the cylinder and 
inner square section duct at upper, middle and lower points. Before each run, the 
temperatures of three thermometers were read to 0.1oC. The temperature 
variation was checked whether it was less than 0.1oC. Two coils, arranged as a 
Helmholtz pair, placed as their axes to be coincide with the cylinder axis and 
provided the magnetic field for the tests. The current supply was measured by an 
ammeter.  
     The magnetic field between the coils was measured by using a gaussmeter 
with Hall probe. The magnetic fluid used in the experiments was water-based 
ferricolloid W-40 (density 1.392 g/cm3). The stagnant fluid used in the 
experiment was machine oil. Spheres are of the ball bearing with a diameter 
0.982mm (density 7.79 g/cm3). Its accuracy was checked and error was less than 
1m. The test section, 30 cm long, was located in the central section of the 
150cm long glass cylinder to reduce any errors due to end effects. A pipette is 
used for injection of the magnetic fluid drop. The volume of the drop ranged 
from 0.26 to 2.10mm3. After the drop or the iron sphere had fallen down through 
the upper coil 1, the current was supplied and the magnetic field was imposed. 
The positions of the particle or drop, the shape of the drop, and the time were 
recorded by a digital video camera. The velocities of iron spheres and magnetic 
fluid drops were calculated from the time data and the trajectory data. The 
velocity of a sphere or drop under no magnetic field is recorded above the upper 
coil 1.  

3 Experimental results 

In Fig. 2 and Fig. 3, the vertical component of magnetic field and the gradient of 
it between two coils are shown. 
     The current supply I to two coils was 3A or 7A. The upper and lower coils are 
at the vertical position z=40cm and 70cm respectively. 
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Figure 2: Magnetic field. 
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     Settling velocities of iron spheres and magnetic fluid drops were calculated 
from the time data and the trajectory data. Figure 4 shows the settling velocity vz 
of a single iron sphere normalized with respected to the mean velocity of an iron 
sphere. When the current (4A) was supplied to two coils, the velocity of a single 
iron sphere varies in proportion to the gradient of the magnetic field. This  
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Figure 3: Gradient of a magnetic field. 
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Figure 4: Settling velocity of a single iron sphere. 
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phenomenon occurs as an iron sphere is subjected to the force HM0 , 

where 0 is the permeability of free space, M is the magnetization and H is the 
magnetic field. 
     At the place right below the upper coil, the magnetostatic force acts on the 
iron sphere upward. On the other hand, at the place right above the lower coil, 
the magnetostatic force acts on the iron sphere downward. At the middle point 
between two coils, the iron sphere experiences no magnetostatic force. 
     In the present experiment, Reynolds numbers (=0.03-0.06) are very low and 
Stokes’s law may be applied. When a sphere moves in a fluid under the magnetic 
field, it experiences the drag, gravitational, magnetic and buoyancy force.  

 (1) 

     In the eqn (1), 1 (=7.79) and 2 (=0.875) are the density of iron and that of 
the machine oil respectively, z is the vertical position of the sphere, and g is the 
gravitational acceleration. When there is no magnetic field, it is easy to solve this 
equation and the time to reach 99% of the terminal velocity is obtained as 0.02 
second.  
     Figure 5 shows the settling velocity vz of a magnetic fluid drop. At the place 
right below the upper coil, the magnetostatic body force HM0  acts on the 

magnetic fluid drop upward. However, at that place the velocity of magnetic 
fluid drops of volume 0.821 and 1.997 mm3 were faster than those at middle  
 
 

 
 

Figure 5: Settling velocity of a magnetic fluid drop. 
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point. Initial shapes of magnetic fluid drops were sphere with volumes 0.56, 0.82 
and 2.00 mm3 and the current I supply to two coils was 2A. The velocity is 
normalized with respect to the velocity v0 at the middle point between two coils. 
     Figure 6 shows the shapes of a settling magnetic fluid drop of volume 
1.12mm3 settling in the machine oil inside a cylinder. The right figure shows the 
deformation of a magnetic fluid drop under the influence of a magnetic field. 
 

under no magnetic field under the influence of 

a magnetic field
 

Figure 6: Shapes of a settling magnetic fluid drop (volume 1.12mm3). 
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Figure 7: Change of the shape of a magnetic fluid drop (0.36cm3) under the 
horizontal magnetic field. 
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     The current supply I to two coils was 2A. Near the upper and lower coils, the 
drop elongated. This deformation reduced the drag on the drop and it was 
accelerated. 
     Change of the shape of a magnetic fluid drop under the magnetic field is 
shown in Fig. 7. It extended along the magnetic field. In order to avoid the 
influence of gravity, a horizontal uniform magnetic field was applied to a 
magnetic fluid drop. 
     At the middle point between two coils, the external uniform magnetic field 
cannot force the centre of the magnetic fluid drop inertia. However, due to the 
magnetic pressure jump takes place on the drop surface, the drop tends to extend 
along the field. Due to the change of the shape of the drop, the drag on the drop 
is reduced and the velocity of the drop is increased. 
     Figure 8 shows the velocity change of the magnetic fluid drop of the same 
volume 0.81mm3 at the middle point between two coils as the magnetic field was  
 

 

Figure 8: Increase of velocity under the magnetic field at the middle point 
between two coils (volume 0.81mm3). 

B=0G 

Increase of velocity  
2.1%, B=18.3G

Increase of velocity  
4.7%, B=36.5G

Increase of velocity  
12.3%, B=54.8G

Advances in Fluid Mechanics VIII  481

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



raised. Due to the change in the shape of the drop, the drag on the drop is 
reduced and the velocity of the drop is increased. 
     Figure 9 shows the velocity change of the magnetic fluid drop when the same 
magnetic field is applied at the middle point between two coils for various 
volumes of magnetic fluid drops. When the external uniform magnetic field is 
applied, a magnetic pressure jump 0Mn

2/2 takes place on the drop surface. This 
pressure jump is balanced by increasing the surface curvature at the upper and 
lower points. The curvature of the larger drop is smaller than that of the smaller 
drop with the similar shape. Then the larger drop elongated remarkably and the 
drag on it is reduced. 
     The velocity change of the magnetic fluid drop when various magnetic fields 
are applied at the middle point between two coils for various volumes of 
magnetic fluid drops is shown in Fig. 10. The velocity of larger drop changed 
more than that of smaller drop. 
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Figure 9: Change in the shape and the velocity of the magnetic fluid drop 
when the magnetic field [B=18.3G] is applied. 
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Figure 10: Change of the velocity of the magnetic fluid drop. 

4 Conclusion 

In the present work experimental results have been obtained on the velocity 
change of a settling magnetic fluid drop in an incompressible viscous fluid inside 
a vertical circular cylinder under the influence of the magnetic field. 
     Near the upper coil, the centre of the drop is forced upwards, but for the 
extension of the drop and the drag reduction, the velocity of the drop is not 
always decreased. Near the lower coil, however, the centre of the drop is forced 
downwards, for the extension of the drop and the drag reduction, the velocity of 
the drop is increased significantly. 
     The velocity of a single iron sphere varies in proportion to the gradient of the 
magnetic field. 
     At the middle point between two coils, the external magnetic field cannot 
force the centre of the magnetic fluid drop inertia. However, due to the magnetic 
pressure jump takes place on the drop surface, the drop tends to extend along the 
field. Due to the change in the shape of the drop, the drag on the drop is reduced 
and the velocity of the drop is increased. The velocity change of the magnetic 
fluid drop when various magnetic fields are applied at the middle point between 
two coils for various volumes of magnetic fluid drops is obtained. The velocity 
of a larger drop changed more than that of a smaller drop. 
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The development and water-air two-phase  
test results of an electrical submersible  
pump visualization prototype 
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Abstract 

Artificial lift systems are extensively used in the petroleum industry in order to 
enhance or even initiate the production of oil wells that present insufficient 
energy to produce naturally. The Electrical Submersible Pump (ESP) is one of 
the many existing artificial lift techniques and consists of assembling several 
diffuser type centrifugal pumps in series. 
     It is common in petroleum field applications to have an inflow of natural gas 
into the pump intake, which compromises pump performance and reliability. 
Trying to better understand the interaction between the gas and liquid inside 
centrifugal pumps is still a challenge and the current investigation tries to help 
understand this subject. 
     This research describes the development of a visualization prototype built 
using original ESP components, applying minimal mechanical and geometrical 
modifications, with the intent of acquiring visual evidence of the flow patterns 
that occur inside the pump. Because of these minimal changes to the original 
pump geometry, the prototype was proven to operate according to the original 
pump catalogue performance, implying that its hydraulic behaviour was 
maintained. 
     Water-air two phase experiments were conducted at different rotational 
speeds (15, 20, 30 Hz) and non-slip void fractions (up to 5%) while the liquid 
rate was kept constant at 60% of the maximum rate at the defined shaft speed. 
High speed video footage was gathered, as well as differential pressure 
measurements. 
     The authors identified four water-air flow patterns inside the impeller 
channels: Dispersed Bubbles, Agglomerated Bubbles, Gas Pocket and 
Segregated Gas. By comparing the images with the differential pressure data, it 

Advances in Fluid Mechanics VIII  485

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press

doi:10.2495/AFM100421



was confirmed that pump two-phase homogeneous flow head prediction is quite 
accurate under the Dispersed Bubble pattern. It was concluded that the 
Agglomerated Bubble pattern is responsible for the initial head degradation and 
that the surging event coincides with the Gas Pocket structure, indicating that 
this is an interface instability problem.  
Keywords: centrifugal pump, flow visualization, two-phase flow, surging, flow 
patterns. 

1 Introduction 

The Electrical Submersible Pump (ESP) is one of the many existing artificial lift 
techniques used in the petroleum industry. It consists of a series of small 
diameter diffuser type casing centrifugal pumps. ESPs are mainly known for 
their capacity of handling high volumes and are widely used. Their applications 
vary from producing high productivity oil wells onshore and offshore to 
dewatering coal bed methane and gas wells. 
     The use of ESPs, or any other centrifugal pump for that matter, on liquid 
single phase applications is well understood and the knowledge necessary for 
these situations is consolidated. However, as is common in the petroleum 
industry, the presence of a compressible phase, such as natural gas, will also 
modify the hydraulic performance of these types of pump. 
     Several studies have been conducted to visualize and simulate pump 
performance under the presence of free gas; the majority of these studies focus 
on centrifugal pumps used by the nuclear industry, motivated by the flux of 
water and water vapour in their systems. Murakami and Minemura [1] used a 
semi-open type pump with transparent casing. The observed flow patterns were 
recorded photographically, and bubble diameter measurements could be made 
inside the impeller. Patel et al. [2] also observed two-phase flow in centrifugal 
pumps by testing a 1/20 scale prototype of a primary coolant pump used in 
nuclear reactors, to measure bubble sizes. Sekoguchi et al. [3] used a pump 
equipped with a closed radial-flow impeller to visualize the flow patterns and 
also installed eight needle tip void probes to measure bubble frequency and later 
examined the slip ratio between the fluids. 
     ESPs, however, are different from these pumps, they are smaller in diameter, 
they are diffuser-type rather than volute-type design and consist of several 
stages, whereas single-staged pumps are used in the nuclear industry. ESP two-
phase investigations started with Lea and Bearden [4] by performing tests on 
three different impeller designs, two radial and one mixed flow type. The authors 
also used two different fluid combinations, first water and air and later diesel oil 
and carbon dioxide. Sachdeva [5] proposed a one-dimensional model for single 
and two-phase performance of an ESP. In his work, derivation of the governing 
equations was done and later solved numerically. Pessoa [6] published an 
extensive experimental investigation with two-phase flow performance of a 
mixed flow type impeller ESP. Duran [7] performed two-phase experiments on 
an Electrical Submersible Pump with water. The objective of the experiments 
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was to measure the performance of a specific stage, observing its pressure 
increment at several stage intake pressures and water and air flow rates. 
     More recently, flow modelling complemented by visualization in these types 
of centrifugal pumps have been investigated by Estevan [8] who used an ESP 
impeller and a modified Plexiglas diffuser to observe air-water flow inside the 
pump. The author noticed that accumulation of gas in the pressure side of the 
blade and two distinct flow patterns occurring at different sections of the 
impeller. Estevan used the visual observations to develop a one-dimensional 
model. Barrios [9] also built a visualization prototype based on an ESP impeller 
and modified diffuser design. The author used a high speed camera to observe 
the flow patterns and take bubble size measurements in order to complete the 
proposed one-dimensional model. Later, Gamboa [10] built a visualization 
prototype to obtain images used to explain the hydraulic behaviour and illustrate 
the flow pattern map developed through pressure generation data, collected in a 
large scale experiment. Both pumps used had the same geometrical properties; 
the visualization prototype was built by minimally altering the large scale pump 
stages. However, because of this minimal alteration, the author could only 
observe the impeller discharge and diffuser intake.  
     These previous work indicated that there was a trade-off between 
visualization and geometrical integrity. Therefore the objective of this work was 
to develop a visualization prototype that allowed two-phase flow visualization 
inside the impeller with minimum alteration on the pump geometrical properties, 
thus unchanging its hydraulic performance.  
     By building such prototype water single phase tests were conducted to 
validate this premise. Water-air two-phase flow tests were later conducted where 
pressure generation data and high speed video footage of the flow patterns inside 
the impeller were collected.  

2 Experimental description 

2.1 Prototype development 

The visualization prototype had the primary intent of imitating the hydraulic 
behaviour of an actual ESP. This could only be obtained by introducing minimal 
geometrical alterations to actual ESP stages while installing visualization 
windows. The original pump stage from which the prototype was developed was 
the Baker Huges Centrilift FC1600 model. It was chosen for its large radius, 
which provided reasonable viewing area, and for its low capacity, which 
respected flow loop limitations. Figure 1 presents a sketch of proposed 
alterations. 
     It can be observed that only the entrance (lower section) of the top diffuser 
was modified. Figure 2 presents the development of this component; on the left 
is the original diffuser, in the middle this piece is shown with the necessary 
alterations and on the right it is shown with the Plexiglas installed. The lower 
external walls were machined off, exposing the diffuser’s internal blades and 
channels entrance. The Plexiglas piece installed recreated the original external 
wall geometry and accommodated the upper mechanical seal. 
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Figure 1: Original ESP (left) modified ESP (right). 

 

Figure 2: Top diffuser development process. 

 

Figure 3: Impeller development process. 

     Figure 3 presents the impeller development process. On the left is the original 
piece, in the middle is the impeller with its bottom shroud removed and on the 
right the piece is shown with the Plexiglas installed, with the mechanical seals’ 
stainless steel rings in place. The original impeller entrance diameter and the 
original shroud angles were preserved when building the Plexiglas attachment.  
     The bottom diffuser had the most modifications of all components. In order to 
accommodate the lower mechanical seal and improve the visualization window, 
its top section was removed and internal diameter enlarged, however the internal 
channels fluid discharge remained intact. The external wall was machined off, 
exposing the lower sections of the diffuser blades and channels; however, the 
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Plexiglas window installed on the lower part of this component had to 
accommodate the impeller and diffuser from the stage bellow. Figure 4 presents 
the original diffuser and in its final state. 
     The entrance diffuser assembly process is presented in Figure 5, where an 
unaltered stage was assembled prior to the visualization stage. 
     The mechanical seals used were custom built for this application. They 
consisted of a stainless steel ring, installed on the top and bottom of the impeller 
Plexiglas shroud, and a lip seal design made out of PolyShell®-03 (graphite filled 
PTFE) placed at the top diffuser entrance and bottom diffuser discharge. 
     In order to hold all the components sealed in place and connected to the stand 
that held the motor, a PVC casing was machined for both upper and lower 
diffusers. Figure 6 presents a sketch of these components as well as the pressure 
taps location used for head generation data collection. This information was 
collected only for the visualization stage (between taps PT1 and PT2). 

2.2 Experimental loop and procedure 

In order to make the necessary measurements, an ESP visualization prototype 
was installed in a closed circuit loop. Figure 7 provides a graphical 
representation of the experimental facility built. 

 
 

 

Figure 4: Bottom diffuser development process. 

 

Figure 5: Entrance stage assembly process. 
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Figure 6: Prototype PVC casing sketch, upper section (left) and lower section 
(right). 

 

 

Figure 7: Visualization loop configuration. 

 
 
     The two-phase testing procedure was based on previous experience and 
followed the so called “Surging Test” method, in which the pump rotational 
speed, visualization stage inlet pressure and liquid flow rate are kept constant 
while the gas flow rate is increased and the pressure increment generated by the 
visualization stage is measured. The liquid flow rate used for each test was 
determined as 60% of the maximum liquid rate at the specified shaft speed. This 
value is commonly used in the industry as a high efficiency pump operational 
point. 
     The non-slip void fraction, given by the ratio between the gas flow rate and 
the total mixture flow rate, varied from 0 to 5%. Three different shaft speeds 
were used during the two-phase tests: 15, 20 and 30 Hz. 
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Figure 8: Prototype versus catalogue performance. 

3 Results and analysis 

3.1 Single-phase tests 

The first experiments conducted were single-phase tests at two different 
rotational speeds: 20 and 25 Hz. The purpose of these experiments was to 
characterize the pump, comparing it to its original design catalogue behaviour.  
     From the comparison presented in Figure 8, it can be seen that the prototype 
presents a similar behaviour as the original pump, especially at the shut-in 
pressure and at values around the 60% of the maximum flow rate. However, 
some minor differences can be observed which may be explained by the different 
recirculation patterns inside original ESP and prototype, especially because the 
first presents a floating impeller and the second a fixed impeller.  
     Shut-in and open flow single phase tests were also conducted with the intent 
to prove that the prototype obeyed the Affinity Laws, thus proving that it 
operated as a centrifugal device. Figure 9 presents the experimental points as 
well as the quadratic fit line and linear fit line found for the shut-in pressures and 
maximum flow rates, respectively. 

3.2 Two-phase tests 

Based on the high speed video footage taken during the water and air two-phase 
flow tests, four flow patterns were identified and their descriptions are as 
follows. 
     Bubbly Flow: At low gas flow rates, independent of the liquid rate or 
rotational speed, this pattern was observed. It consists of small air bubbles rising  
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Figure 9: Water shut-in and maximum flow rates versus rotational speed. 

 

Figure 10: Bubbly flow pattern. 

through the impeller entrance and being redirected when entering the impeller 
channels. Figure 10 presents a still image obtained from the high speed video. 
     The gas rate influenced mainly the quantity of bubbles observed, while their 
size and shape varied from spherical for smaller entities to prolate ellipsoidal for 
larger units. Eventually even larger bubbles were seen with an irregular shape 
rising through the impeller entrance; however, they would break up into smaller 
units upon reaching the impeller channel.  
     Agglomerated Bubbles: This flow pattern was obtained by increasing the gas 
flow rate once at the bubbly flow pattern. It is characterized by the presence of 
agglomerated bubbles at the impeller blade leading end and pressure side. Figure 
11 presents the impeller channels under this flow pattern. 

     Gas Pocket: By further increasing the gas flow rate, it was noticed that the 
gas pocket formed by bubble coalescence from the previous flow structure. This 
larger stationary entity occupied a significant section of the impeller channel, 
restricting the liquid’s flow path. The stationary bubble gas-liquid interface was  
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Figure 11: Agglomerated bubbles. 

 

Figure 12: Gas pocket pattern. 

observed to be unsteady, indicating instability. Gas bubbles rising through the 
impeller entrance were dragged with the water through its reduced flow area or 
coalesced with the stationary gas pocket which led to break up at its trailing end. 
Figure 12 presents a photograph of this observed pattern.  
     It was also observed that some larger bubbles, with irregular shape, rose 
through the impeller entrance. However, in this case, instead of breaking up as in 
previous cases, they either coalesced with the gas pocket or passed through the 
impeller channel intact. This indicates that the stationary gas bubble reduces the 
kinetic energy transferred to the liquid, which causes the larger bubbles not to 
break up. 
     Segregated Gas: By further increasing the gas flow rate, it was possible to 
observe that the gas pocket had been extended to the impeller outer radius. As 
before, the gas-liquid interface remained unstable, indicating bubble break up at 
the stationary element’s trailing end. Figure 13 presents the described flow 
structure.  
     By following the experimental procedure described previously, differential 
pressure data was collected for the surging tests at rotational speeds of 15, 20 and 
30 Hz. Figure 14 presents the information collected by plotting on the horizontal 
axis the no-slip void fraction and on the vertical axis the normalized differential 
pressure.  

     This figure shows the effect of rotational speed on the pump two-phase 
performance. At low void fraction values, all curves present relatively small 
deviations from its homogeneous flow prediction, since at these gas rates the air  
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Figure 13: Segregated gas pattern. 

 

Figure 14: Water-air surging test results. 

bubbles are predominantly small and flow with the liquid. By increasing air 
injection, a non-linear, but continuous, deviation from the homogeneous 
prediction is observed. Further increase of the no-slip gas fraction caused the 
surging phenomenon to occur, indicated by the curves sudden inclination change 
and in this case seen as a discontinuity. It can be observed that at 15 and 20 Hz 
the surging occurs at void fractions of 0.55 and 1.3%, respectively, while on the 
30 Hz curve surging was not reached. 
     By combining the same plot style as Figure 14 with the flow pattern 
identification used previously, Figure 15 was obtained. This graph indicates 
adequate association of the Bubbly Flow pattern with the homogeneous model 
prediction. It can also be observed that the Agglomerated Bubbles pattern, where 
slip between the phases was observed, is strongly associated with head 
degradation thus deviation from the homogeneous predictions.  
     It can also be seen that the two occurrences of the Gas Pocket pattern 
correspond to void fractions of 0.55 and 1.44 for rotational speeds of 15 and  
 

Stagnated air bubble 
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Figure 15: Flow pattern occurrence on data. 

20 Hz, respectively, previously identified as surging points. However, for 15 Hz 
it corresponds to a pre-surging state, while for 25 Hz for a post-surging 
condition. This indicates that this pattern holding the pre-surging differential 
pressure is an unstable equilibrium point. Thus, the surging phenomenon is a 
shift on the equilibrium position to a lower differential pressure value, allowing 
the same flow pattern to occur at two different differential pressure conditions.  
     The Segregated Gas flow structure is responsible for the most head 
degradation measured. In this case, the stationary gas bubble alters the impeller 
geometry seen by the liquid, drastically depredating performance. 

4 Conclusions 

From this research the following conclusions could be made: a visualization 
prototype was successfully built with minor geometrical alterations to the 
original ESP design, imposing a very similar hydraulic performance; the liquid 
turbulence maintains small air bubble diameters, which are dragged with the 
water through the impeller; slip between the phases occurs in the Agglomerated 
Bubbles pattern, observed in the video footage and in head degradation data; 
surging phenomenon occurs in the Gas Pocket pattern. The images and data 
indicate that it is a transient phenomenon event and probably do to interfacial 
instability. 
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Simulation of multiphase flows
with variable surface tension using the
Lattice Boltzmann method

S. Stensholt
University of Bergen, Department of Mathematics, Norway

Abstract

Methods for implementing variable surface tension on two popular Lattice–
Boltzmann models, the original gradient-based chromodynamic model, and the
Shan–Chen model, are explored and examined. The experiment, inspired by the
work of Greenspan, consists of reducing the surface tension at two poles of a
circular droplet due to a diffusive solute (surfactant). Both Lattice Boltzmann
models are able to simulate the expected initial deformation where the droplet
is stretched along the pole axis, and contracts at the equator. We observed no
furrowing to the droplet, which verifies the work of He and Dembo who concluded
that variation in surface tension cannot alone account for such furrowing. We were
able to simulate the process as the surfactant diffuses over the entire interface and
the spatial variation in surface tension vanishes. The droplet reverts back to its
original circular shape with the overall surface tension reduced. Variable surface
tension is easier to implement with the chromodynamic model. The physically
direct Shan–Chen model, which has superior isotropic qualities, can also be used
for variable surface tension. However, coordinating the decline of the surface
tension with the reduction in the separation forces is a more delicate matter, and
the diffusivity of the interface increases if the surface tension is weakened.
Keywords: Lattice Boltzmann, variable surface tension, droplet deformation.

1 Introduction

The study of fluid flow with variable surface tension has seen multiple applications,
including biological fields related to cell division [4–6], and oil reservoir dynamics.
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In this article, we apply the Lattice Boltzmann method to study this effect. We
consider two popular models, the chromodynamic method, and the Shan–Chen
method.

In order to simulate the effects of microemulsions, lattice Boltzmann models
with amphiphile surfactants are largely based on the free energy model of
Orlandini et al. [7], see for example references [8–11]. The model used here
is simpler, since the purpose is primarily to investigate the deformative effects
of surface tension rather than the effects on the interface structure. Lattice
Boltzmann methods with variable surface tension have also been employed by
Farhat and Lee [12] in order to simulate the biconcave shape of red blood cells.

If the surface tension is constant, all droplets will attain a circular shape, but
if surface tension varies along the interface, the interface curvature will be greater
where the surface tension is low. By manipulating the surface tension, it is possible
to create deformations to an initially circular droplet.

In this article we employ an experiment based on that conducted by Greenspan
[3], where surface tension-reducing surfactant is applied to two poles of a droplet.
The expected deformation is an elongation along the axis and a contraction at the
equator. Greenspan even demonstrated furrowing to the droplet, although Sapir
and Nir [13], He and Dembo [4], and Li and Lubkin [14] were unable to produce
deformations as large as this.

Our main goal with conducting this experiment is to demonstrate the validity of
our variable surface tension methods. In addition we wish to illustrate the relative
ease with which a solute surfactant can be applied in the method.

2 Lattice Boltzmann method

The Lattice Boltzmann method was introduced by McNamara and Zanetti [15] as
an extension to the lattice gas cellular automata. The method can alternately be
derived by discretizing the Boltzmann equation [16]. The first method to extend
the method to handle multiphase flows was introduced by Gunstensen et al. [1] in
1991, and an alternate method was proposed by Shan and Chen in 1993 [2].

Our interest is in two component multiphase flow. The components are labelled
“red” (superscript R) and “blue” (superscript B). An arbitrary component is
labelled superscript s, while we let ŝ represent the other component.

Lattice Boltzmann methods aim to simulate the evolution of the discrete
distribution functions fs

i (x, t), which tells how many particles of mass 1 are
moving along vector ei at site x at time t. Summing the distribution function over
all i will yield the mass density, summing fs

i ei over all i will yield the particle
momentum. As long as we are away from the interface, we use the ideal gas
equation

p = (ρR + ρB)c2, (1)

for pressure where c2 = 1
3 is the square of the speed of sound.
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We have employed the D2Q9 lattice [17], which has two dimensions and nine
possible velocities at each site, given by

ei =


(0, 0), i = 0,(
cos (i−1)π

2 , sin (i−1)π
2 )

)
i = 1, . . . 4,

√
2
(
cos[ (i−5)π

2 + π
4 ], sin[ (i−5)π

2 + π
4 ]
)

i = 5, . . . 8.

(2)

The equation to update the distribution function is given by

fs
i (x + ei, t+ 1) = fs

i (x, t) + Ω(fs
i , f

s1
i , fs2

i , . . .), (3)

where the first terms handle propagation (streaming) of particles, while the
collision term Ω deals with interparticle collisions, including the generation of
surface tension and phase separation.

In the chromodynamic model by Gunstensen, the process is to first create
surface tension by increasing the proportion of particles moving normal to the
interface, and then enforce phase separation through a recolouring step. Central to
this idea is the concept of the color gradient F

F (x, t) =
8∑

i=1

ei(ρR(x + ei) − ρB(x + ei)). (4)

The collision operator Ωs can be written as Ωs = Ω3s[Ω1s +Ω2s] [18], where
Ω1s is the single relaxation time (BGK [19]) operator

Ω1s = − 1
τs

(fs
i − f

s(eq)
i ), (5)

with local equilibrium distribution fs(eq)
i given by

f
s(eq)
i (us) = wiρ

(
1 +

3(ei · us)
c2

+
9(ei · us)2

2c4
− 3

2
(us)2

c2

)
(6)

where us is the macroscopic velocity of component s. The weights wi are
w0 = 4/9, w1,...,4 = 1/9, w5,...8 = 1/36. Surface tension is generated by Ω2
and is given by [20]

Ω2s
i =

A

2
|F |
(
wi

(ei · F )2

|F |2 −Bi

)
, i = 0, . . . , 8, (7)

with A being a parameter for surface tension, and Bi are the constants B0 =
−4/27, B1,...,4 = 2/27 and B5,...,8 = 5/108. Surface tension is proportional
to the parameter A in (7), and a variation in surface tension can therefore be
conveniently applied by adjusting A.

Advances in Fluid Mechanics VIII  499

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



The recolouring algorithm, which accounts for phase segregation, can be
applied through the formula given by Latva-Kokko and Rothman [21]

Ω3i =

{
fR

i = φRfi + φRφBfeq
i (ρ, 0) cos θ,

fB
i = φBfi − φRφBfeq

i (ρ, 0) cos θ
, (8)

where φR and φB are the fraction of particles which are red and blue respectively.
In the Shan–Chen model, the collision operator is basically the BGK operator

(5), but the velocity us used to calculate feq
i is perturbed to u′s by a repulsive

force between particles of opposite color

ρu′s = ρus − ψs(x, t)G
8∑

i=1

wiψ
ŝ(x + ei, t)ei, (9)

whereψs simply can be defined as ρs in the multicomponent model. The parameter
G controls surface tension and phase separation. If G is large enough, the
separation forces will overcome the diffusion and yield separate phases. The
critical value ofG for separation is a function of the proportion of each phase [22].

The Shan–Chen model does not conserve momentum on each individual
site as the chromodynamic model does, but if we maintain symmetry between
two interacting sites we maintain global conservation of momentum [23]. A
practical drawback to the Shan–Chen model is the difficulty in determining the
surface tension a priori. The surface tension generally rises with G, but it is
not a convenient proportional relationship as there was for the chromodynamic
model [24].

For both the chromodynamic and Shan–Chen models, solute flow is imple-
mented by introducing a third component with its own distribution function g.
This component evolves according to an equation like (3), with a relaxation time τg

which controls its diffusivity, but it does not contribute to the calculation ofu
In order to keep the solute on the interface, we implemented a force perturbing the
solute’s velocity u to u′ by

u′ = u + a

( 8∑
i=1

wiφ
R(x + ei)φB(x + ei)ei

)
, (10)

where a is a positive constant which we set to 10. This is large enough to keep
almost all the solute on the surface, but not so large that it destabilizes the model.

For both models, the surface tension can be found by measuring the radius r
and pressure difference ∆p between a circular droplet’s interior and exterior. The
surface tension parameter σ is then given by Laplace’s law σ = r∆p.

3 Simulation and discussion

In our simulation, we started with an initially stable droplet of radius 10.4 in units
of grid spacing. For the chromodynamic test, we set the parameterA = 0.10 while
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we set the parameter G = 2.0 for the Shan–Chen model. These choices yield
almost the same initial pressure difference of ∆p = 0.122 for the chromodynamic
model and 0.121 for the Shan–Chen model.

At t = 0 a surfactant solute is applied at two nodes, at opposite ends
of the droplet, with an initial concentration of C = 1. Following the lead of
Greenspan, we attempt to let the reduction in surface tension be proportional to
the concentration of surfactant, although we do not let it go below zero. The new
and reduced parameter for the chromodynamic test is therefore

A(x) = max(0, A0 − ζC(x)), (11)

where the parameter ζ controls how effective the solute is at reducing the surface
tension.

Reducing the surface tension in the Shan–Chen model is a more delicate
matter. As mentioned in section 2, maintaining symmetry between sites is
essential, so introducing a spatial variation to the parameter G in equation (9) by

G(x) = max(0, G0 − γC(x)). (12)

would violate the conservation of momentum unless C(x) is constant in space.
However, we can achieve a result similar to (12) by multiplying the ψs values in
(9) with a factor d(x), where 0 < d < 1 reduces the surface tension and d > 1
increases the surface tension. If we set

d(x) = max(0,
√

1 − γC(x)/2), (13)

we have the same result with constant C as (12) would have given us.
As mentioned, σ is not proportional to G, since much of the separation force is

used to overcome diffusion. Chin et al. did however indicate a linear relationship
between G and σ for moderate G, and some experiments we have conducted
indicate that σ is roughly proportional to G − 1/ρ. We therefore estimate that
surface tension vanishes when

C ≥ 1
γ

(
G− 1

ρ

)
, (14)

where ρ is the average density, equal to 1 in our experiments. We set the parameters
ζ = 2.5 and γ = 25 so that both these models give zero surface tension for
C ≥ 0.04. The relaxation time τg for the solute species is 1. The evolution of the
droplets’ shapes and surfactant concentrations are shown in figures 1 and 2 for the
tests with the chromodynamic and Shan–Chen models respectively.

In the chromodynamic model, the deformations are relatively small, but are
clearly noticeable at t = 150. When the surfactant is evenly distributed, there is no
longer any variation in surface tension, and the droplet reverts back to the original
circular shape, as seen for t = 500. At t = 2000 (not pictured) the pressure
difference has dropped to 0.0107 (we recall that ∆p = 0.0122 at t = 0).
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Figure 1: Evolution of the droplet (top) and concentration of surfactant (bottom) for the test with the chromodynamic model. Snapshots
taken at t = 20, t = 75, t = 150, and t = 500.
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Figure 2: Evolution of the droplet (top) and concentration of surfactant (bottom) for the test with the Shan–Chen model. Snapshots taken
at t = 20, t = 75, t = 150, and t = 500.
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A major difference between the chromodynamic method and the Shan–Chen
method is that the former scheme enforces surface tension and phase separation in
separate operations, (7) and (8), while these effects are intimately coupled together
in the Shan–Chen method through the forcing terms in (9). Therefore, in figure 2
we see diffusion occurring between the red and blue phases once the surfactant is
applied.

The final reduction in pressure difference was almost identical to that observed
from the chromodynamic model, with the pressure difference dropping from
0.0121 at t = 0 to 0.0108 at t = 2000 when the droplet has restabilized.

When the surface tension is weakened at the poles of the droplet, there will
be a flow towards the weakened interface, reducing the number of particles at
the equator. The result is an elongation along the polar axis and a contraction of
the equator [3]. This expected deformation was successfully reproduced by our
experiment. Greenspan also observed the droplet’s reversion to circular shape with
a reduced surface tension as the surfactant diffused over the entire interface.

Neither droplet showed any signs of furrowing or cleavage to the droplet, and
the deformation was in both cases fairly small. Although Greenspan’s laboratory
experiment did show furrowing for certain cases, He and Dembo [4] showed that
surface tension variation alone cannot account for such furrowing.

4 Conclusion

We have demonstrated ways to implement variable surface tension with both
the chromodynamic and Shan–Chen lattice Boltzmann models. Comparing the
two models, we think variable surface tension is easier to implement with the
chromodynamic model because of the convenient relationship between the surface
tension and the parameterA in (7). Implementing variable surface tension with the
Shan–Chen model is nonetheless possible if we keep in mind the need to maintain
symmetry between sites, and remember that the surface tension vanishes when the
concentration exceeds the inequality (14).

The Shan–Chen model is known to possess superior isotropic qualities, and
adherence to Laplace’s law [26]. Weakening the surface tension in the Shan–Chen
method does entail weakening of the phase separation as well, which produces a
diffusive interface as observed in figure 2 (top left).

The purpose of our method was to simulate the effects of variable surface
tension, not any emulsification process. In order to simulate emulsification, the
free energy method is a more circumspect approach, although a more complex
representation of the surfactant can be used for the Shan–Chen model, as seen for
example in references [27] and [28].

The deformations we observed are relatively small, affirming the conclusions
found by He and Dembo [4] who found that surface tension variations alone will
generally not yield large deformation or furrowing.

Lattice–Boltzmann methods allow for easy simulation of solutes, a feature
which we exploited by implementing the surfactant as a solute.
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Tetra-marching procedure for high order 
Level Contour Reconstruction Method 

I. Yoon & S. Shin 
Department of Mechanical and System Design Engineering,  
Hongik University, Korea 

Abstract 

Direct numerical simulation of the multiphase flow on a fixed Eulerian grid 
became increasingly popular due to its simplicity and robustness. Lately, there 
have been efforts to construct hybrids from existing well-known methods 
including VOF, Level Set, and Front Tracking with the intention of overcoming 
the inherent drawbacks of each method. The Level Contour Reconstruction 
Method is one of the hybrid type methods, which combines the Front Tracking 
and Level Set characteristics. By introducing a high order interpolation kernel 
during interface reconstruction, we could reconstruct the interface very 
accurately and smoothly compared to linear interpolation of a given distance 
function field. The high order reconstruction procedure can be undertaken, 
generally, with the same rectangular shaped Eulerian grid structure as the flow 
computation. With this rectangular shaped grid, there can be more than two lines 
in a single cell during the reconstruction. In this paper, we introduce the tetra-
marching reconstruction procedure which can eliminate ambiguity of drawing 
contour lines between multiple edge points in a single cell during high order 
reconstruction. We tested several benchmarking simulations of interface 
evolution and found that high order reconstruction with a tetra-marching 
procedure enables the fidelity of the reconstructed interface, which is continuous 
and smooth even with a highly distorted interface. 
Keywords:  interface reconstruction, front tracking, level set, tetra-marching, 
numerical simulation. 
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1 Introduction 

Multiphase flow is an ubiquitous process used for diverse engineering 
applications. Due to the small length and time scale associated with multiphase 
flow, a numerical technique can be an ideal tool for identifying underlying 
physics compared to experiment. Lately, methods using a fixed Eulerian grid 
with an additional advection scheme to track the interface motion, e.g. VOF [1], 
Level Set [2], and Front Tracking [3], has drawn great attentions. Despite the 
success of each method, it is still a formidable task to come up with an accurate, 
reliable, and yet simple method which can model complex interfacial dynamics, 
especially for three-dimensional simulation. The Level Contour Reconstruction 
Method (LCRM) [4–7] which combines the advantage of the Front Tracking and 
Level Set method has been devised to overcome some drawbacks pertaining to 
each method. Similar efforts can also be found in various hybrid type methods 
including CLSVOF(Level Set+VOF) from Sussman and Puckett [8], particle 
Level Set (Level Set+Lagrangian marker particle) from Enright et al. [9], and 
Aulisa et al. [10] who combines markers and the VOF method. 
     The LCRM is basically a Front Tracking type method which tracks 
implicitly connected individual interface elements (lines for 2D and faces for 
3D). Implicit connectivity of the interface elements make it possible to 
eliminate the burden of bookkeeping of the logistic information of 
neighbouring elements which incurs a large memory and calculation cost. At 
the same time, it takes advantage of the Level Set method since the interface 
can also be represented by an Eulerian function field (e.g. distance function) 
which can be computed directly from a given interface location. 
Reconstruction of the interface at a certain level of the distance function 
enables us to model the merging and pinch off of interfaces naturally and 
automatically as in the Level Set method. During the original reconstruction 
procedure [4], the interface was relocated by linear interpolation from the 
given distance function field. We found that linear interpolation generates a 
continuous but not smooth interface after reconstruction. High order LCRM [6] 
has been introduced to increase the accuracy and smoothness of the 
reconstructed interface since a small disturbance originated from linear 
reconstruction can cause instability of the solution requiring frequent interface 
reconstruction, especially with a low resolution. 
     In general, the reconstruction procedure can be undertaken within the same 
rectangular shaped Eulerian grid structure as flow computation. In the case of 
highly deformable interface evolution, the phase front can elongate to form a 
thin filament and approach too close to each other. High order reconstruction 
makes it possible to relocate this subtle feature accurately but can also generate 
the ambiguity of drawing contour lines in a rectangular cell since there can be 
more than two lines with an attenuated interface. Without a complex algorithm, 
there can be small holes along, with a narrow gap of the elongated interface. 
This effect is usually negligible since reconstruction will be performed 
regularly but might cause solution instability where surface tension plays a 
dominant role. In this paper, we introduce the tetra-marching procedure which 
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can eliminate ambiguity to draw lines between multiple edge points in a single 
cell during high order reconstruction. 

2 Numerical formulation 

2.1 Governing equations 

The single field form of the governing equations for multi fluid motion including 
phase change can be expressed as: 
 
 0∇⋅ =u  (1) 

 T( )ρ p ρ µ
t

∂ + ⋅∇ = −∇ + +∇ ⋅ ∇ +∇ + ∂ 

u u u g u u F  (2) 

 2    
  

   
L

G

in liquid phaseT T T
in gas phaset

α α
α

α α
= ∂

+ ⋅∇ = ∇  =∂  
u  (3) 

 
here, u is the velocity, p is the pressure, g is the gravitational acceleration, and F 
is the local surface tension force at the interface which can be described by the 
hybrid formulation [5, 7] as: 
 

 H Iσκ= ∇F  (4) 
 

where σ is the surface tension coefficient (assumed constant here), I is the 
indicator function, a Heaviside function which varies from zero to one near the 
interface. The indicator function also has been utilized to describe material 
property at each phase. κH is the curvature field calculated on the Eulerian grid 
given by: 
 

 L
Hκ σ

⋅
=

⋅
F G
G G

 (5) 
 

where 
 

 
( )

δ ( )dL f f f f
Γ t

sσκ= −∫F n x x  (6) 

 ( )f f f dsδ= −∫G n x x  (7) 
 

here, nf is the unit normal from the interface, xf is a location of the interface, and 
δf(x-xf) is a dirac delta distribution that is non-zero only at the interface. ds is the 
length or area of the element, and κf is twice the mean interface curvature 
computed in a Lagrangian fashion. 
     The indicator function can be obtained using a distance function which has 
been computed directly from a given interface front [7]. This additional 
hybridization with the Level Set technique enables us to compute an accurate 
distance function as well as to locate the minimum distant point on the interface 
from grid node of interest. This information then allows us to calculate a 
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compact curvature field based on the curvature at a minimum distance point on 
the interface. This compact curvature field can further reduce the parasitic 
current to a significantly lower level [7]. The more detailed procedure for 
calculating the compact curvature field can be found in [4–7]. 
     The interface is advected in a Lagrangian fashion by integrating 
 

 
d
d

f

t
=

x
V  (8) 

 
where V is the interface velocity vector interpolated at xf. The energy equation 
(eqn (3)) has been solved using the sharp interface technique [11] and a detailed 
solution procedure and discretization of the governing equations can be found in 
[4–7]. 
 

 
Figure 1: Two-dimensional interface generation procedure for the LCRM 

(a) original LCRM using a rectangular cell (b) ambiguity in the 
interface reconstruction with a rectangular cell (c) tetra-marching 
reconstruction with a triangular cell (d) alternative orientation of 
triangular cells for interface connectivity. 

φi,j+1 

φi,j 

φi+1,j+1

φi+1,j

S1 

S4 

S3

S2 

φi,j+1 

φi,j 

φi+1,j+1

φi+1,j

S3

S2 

S1 

S4 

(a) 

(b) 

(c) 
(d) 

510  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



2.2 High order reconstruction method 

The original LCRM [4] used linear interpolation kernel to create contour lines or 
faces from given indicator or distance function field. Here we will briefly explain 
the basic procedure of the original LCRM in 2D. As you can see from fig. 1, we 
try to search the specific contour level of the function φ, e.g. zero value in the 
case of distance function, along with the grid cell edges. If we find two points on 
the edges of the grid cell (φi,j⋅φi,j+1<0 and φi,j⋅φi+1,j<0), we draw a contour line 
between those two points (S1 and S2). After sweeping all grid cells considered, 
the reconstructed interfaces will share the same end points thus we can achieve 
implicit connectivity of the interface.  
     We found that linear interpolation generates a small disturbance since it 
cannot guarantee smoothness of the interface but only connectivity. Moreover, 
mass can redistribute from the high curvature region to the lower curvature 
region by enforcing global mass conservation during interface reconstruction. 
These slight discrepancies in the interface points can induce undesirable results 
where the exact location of the interface is extremely important. Thus high order 
reconstruction [6] was introduced and we will briefly summarize the main idea. 
     The distance function φ(i, j) (fig. 1(a)) where the specific value, i.e. zero, 
represents the interface position can be modified by adding a trial function, 
ψ(i, j), as follows: 
 
 [ ]( ) ( , ) ( , ) ( )H

g
g

i j i j Sφ φ ψ= + −∑x x x  (9) 

 
here, x is the evaluation point, xg is the grid cell centre, S(x-xg) is the 
interpolation kernel composed of B-splines for smoothness of function values, 
suggested by Torres and Brackbill [12]. The summation is performed across a 
small multiple of the mesh, usually four grid cells wide, in each x, y direction.  
     The trial function has been added since the zero contour level of the original 
distance function itself cannot describe exactly the original interface location. 
We have used the same B-spline type interpolation kernel for trial function: 
 
 ( , ) ( )

p

p g p
N

i j I Sψ δ= −∑ x x  (10) 

 
here, xp is the location of the original interface points before reconstruction, δIp 
is the increment needed at the original interface points, and the integral has been 
performed over all interface elements. This trial function makes the zero contour 
level of eqn (9) lies exactly on top of the original interface location. The method 
is very simple and has a comparable accuracy to other methods using 
complicated smoothing procedures. The basic idea of high order LCRM is 
similar to the Point Set method of Torres and Brackbill [12] except that their 
indicator function has been computed directly from the interface elements. The 
detailed procedure for high order reconstruction can be found in [6]. 
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2.3 Tetra-marching procedure 

The reconstruction procedure can be undertaken, in general, with the same 
rectangular shaped Eulerian grid structure as flow computation. With this 
rectangular shaped grid, there can be more than four points (S1, S2, S3, and S4) at 
four edges of the reconstruction cell as described in fig. 1(a) when the interface 
stretches severely to form a thin filament (φi,j+1>0, φi+1,j>0, φi,j<0, φi+1,j+1<0). In 
this case, there can be ambiguity of drawing contour lines in a single cell during 
the reconstruction procedure as in fig. 1(b). Special formulation of the interface 
reconstruction is required for the rectangular shaped reconstruction domain. For 
two-dimensional simulation, this can be done with a relatively simple procedure 
but it will be an overwhelming task for three-dimensional simulation.  
     Drawing a line or surface from given data is an iso-surface extraction process 
which has been a major concern for volume visualization of the scattered data set 
from a medical image such as a CT and MRI scan. Marching cubes technique 
[13] is the most popular procedure for extracting surface from cubical grid data. 
256 cube configurations are possible but it can be reduced to 15 unique cases 
using symmetry and reflective condition. The look-up table has been generated 
with vertex data then reconstruction has been performed to each cube in a 
marching direction.  
     Lately, Carneiro et al [14] proposed the tetra-cubes reconstruction method 
which does not use a look-up table to extract iso-surface data from a medical 
image thus eliminating the choice from 15 possible interfacial geometries in the 
case of rectangular shaped geometry. Similarly, interface reconstruction does not 
have to coincide with the rectangular grid cell as primary variables of velocity 
and pressure for the LCRM. We will start with 2D reconstruction for simplicity. 
The ambiguity of drawing lines from multiple edge points can be avoided by 
using a triangular reconstruction grid as in fig. 1(c). There can be only one line 
from each triangular cell of interest for 2D simulation. We also need to make the 
reconstructed interface share the same end points between neighbouring cells. To 
make the reconstructed interface continuous, a triangular grid has been oriented 
in an alternative fashion as shown in fig. 1(d). 
     Three-dimensional reconstruction is basically the same as a two-dimensional 
one. As can be seen from fig. 2 (a), we first reconstructed edge lines from 6 faces 
wrapping the cubic cell. These lines will compose the line edges of the 
reconstructed 2D surface element. As pointed out earlier [13], there can be 15 
possibilities of interface location with a given distance function value at 8 
vertices. This problem can be also avoided by using a tetrahedral mesh [14] 
instead of a cubic one. In the case of the tetrahedral cell, there can be two 
possible interface geometries after reconstruction as in fig. 2(b). The first one is 
the triangular element which does not need any modification. The second is the 
rectangular element which has been modified to triangles by subdividing in the 
direction of the longest distance between edge points. Even if we use a 
tetrahedral cell for interface reconstruction, we still need to orient the tetrahedral 
cell carefully to guarantee connectivity of the reconstructed interface elements. 
We try to use a given Cartesian cubical cell for fluid computation as our basic 
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reconstruction cells and subdivide this to five tetrahedral cells as in fig. 3(a). The 
five sub-cells have been reoriented to match the reconstructed edges at cube 
faces of the neighbouring cell as in the two-dimensional case (fig. 3(b)). By 
using zigzag orientation of the tetrahedral cells [14], we can construct continuous 
surface elements after reconstruction. 
 

 

Figure 2: Three-dimensional interface generation procedure for the LCRM 
(a) original LCRM using a Cartesian rectangular cell (b) tetra-
marching reconstruction using a tetrahedral cell. 

 

 
Figure 3: Three-dimensional interface generation procedure for the LCRM 

(a) tetrahedral cell generation from a rectangular cell (b) zigzag 
orientation of a tetrahedral cell for interface connectivity. 
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3 Results and discussion 

3.1 Geometry tracking test 

We first tested the “vortex in a box” problem introduced by Bell et al [15]. The 
test can demonstrate the method’s ability to accurately resolve thin filaments on 
the scale of a grid cell. A circle of radius 0.15 is placed at (0.5, 0.75) using a 
64×64 grid resolution in unit domain. The velocity field is defined by: 
 

 
2

2

sin ( )sin( ) cos( )
( ) 2

sin ( )sin( ) cos( )

x y y

y x x

π π π

π π π

 −
=  

  
v x  (11) 

 

     The resulting velocity field stretches out the circle into a very long, thin spiral 
filament which progressively wraps itself toward the centre of the box. In this 
case the interface elements become highly elongated by the flow and a 
reconstruction procedure becomes essential for an accurate simulation. Fig. 4 
shows the interface at t = 3. Reconstruction has been performed at every 100th 
time step and a total number of 30 reconstructions have been performed for the 
simulation. As can be seen from fig. 4(a), the fine structure of the interface has 
been successfully captured but the reconstructed interface does not have 
complete connectivity near the thin filamentary region using a rectangular 
shaped reconstruction cell with high order reconstruction. We have not provided 
any logical algorithm when ambiguity of drawing interface arises. Fig. 4(b) 
shows tetra-marching reconstruction of the interface at an identical time as in 
Fig. 4 (a). The interface has been well connected without any additional 
algorithm. 
 

 
Figure 4: Comparison of reconstruction accuracy (a) original LCRM using 

rectangular cell (b) tetra-marching reconstruction using triangular 
cell. 

(a) (b) 
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3.2 Nucleate boiling with convective flow 

We have simulated nucleate boiling with fluid convection to validate 
reconstruction accuracy during severe deformation of the interface in 3D. The 
governing equations (1) to (3) can be non-dimensionalized by appropriate scales 
of length lo=(σ/g(ρL-ρG))1/2, velocity Uo=(glo)1/2, temperature ρGLo/ρLcL 

(measured from Tsat), and pressure ρLUo
2 (measured from the ambient system 

pressure P∞). The problem can then be characterized by the Reynolds, Re, Peclet, 
Pe, Jakob, Ja and Weber, We, numbers as well as the property ratios which can 
be defined as follows:  
 

 
2

, , ,L o o L o o sat LL

L L L o o o

ρ U l ρ U l T ck
Re We Pe Ja

µ σ ρ c U l L
= = = =  (12) 

 , , ,G G G G

L L L L

ρ k µ c
ρ k µ c

ρ k µ c
∗ ∗ ∗ ∗= = = =  (13) 

 
here  ρ is density, µ is viscosity, k is thermal conductivity, c is specific heat, T is 
temperature and Lo is the latent heat of vaporization. A more detailed description 
of numerical formulation can be found in [4, 16] 
     During nucleate boiling, individual bubbles will directly contact the heated 
wall so proper modelling of the contact line motion becomes very important. The 
detailed physics of the contact region regarding contact line motion is still poorly 
understood thus we applied a simple Navier-slip model [11]. The interface can 
move freely between the advancing and receding angle and the contact angle has 
been fixed to a constant angle of 120o if the contact angle is greater than the 
prescribed advancing angle of 120o and, vice versa, to a receding angle of 60o. 
We also used a simplified form of the microlayer evaporation model proposed by 
Son [17] which uses algebraic formulation based on geometric constraint instead 
of solving a nonlinear differential equation. 
     Initially, four hemispherical cap shaped bubbles in different sizes of 1.0, 1.05, 
1.1, and 1.15 are placed at each centre of the four quadrants of the bottom wall 
where a no-slip velocity boundary condition has been used (small window of fig. 
5). A periodic boundary condition has been applied to both the x and y direction 
and moving wall boundary condition with 3 m/s in the x direction is used for the 
top wall. To allow vaporization, fluid is also allowed to exit at the top boundary 
where the pressure is specified to be zero. The temperature field is initially zero 
everywhere except the rigid bottom wall where a constant non-dimensional 
temperature of 108 applied. Temperature at the top wall boundary has been 
specified as -532. We have chosen to use the properties of water at atmospheric 
condition thus our simulation parameters will be ρ*=0.0006237, µ*=0.04353, 
k*=0.03694, c*=0.4847, Re=1334.2, We=1.0, Pe=0.0004268, and Ja=0.6972, The 
box size of 4.2×4.2×6.3 with a 40×40×60 grid resolution has been used for the 
simulation. 
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Figure 5: Nucleate boiling with multiple bubbles under fluid convection. 

     As can be seen from fig. 5, multiple bubbles are growing independently at the 
start and merging to form a larger bubble. A merged bubble is finally pinched off 
from the bottom surface then experiencing the condensation from the top 
boundary temperature condition. The interface undergoes severe transition of the 
topological evolution. At t*=7.5, there exists a thin filamentary vapour column 
right before pinch off and the tetra-marching procedure can generate a closed 
interface after reconstruction. There is also a complicated merging process of the 
interfaces at the middle section of the domain. We found that the tetra-marching 
reconstruction procedure can generate perfectly interconnected elements as well 
as a naturally and automatically merged interface after reconstruction. More 
quantitative research of nucleate boiling including surface heat transfer is 
necessary and currently underway. 

4 Conclusion 

The LCRM is one of the hybrid type interface methods for multiphase flows 
which combines some essential features of the Front Tracking and Level Set 
techniques. While retaining an explicitly tracked interface using interfacial 
elements, the distance function calculated from a given interface location plays a 
crucial role in periodic reconstruction of the interface elements.  
     By adopting high order reconstruction, we can maintain an excellent mass 
conservation and interface fidelity. However, there can be ambiguity during 
interface reconstruction in the case of a rectangular shaped reconstruction cell. 
Despite the fact that this local disconnection of the interface will not cause 
complete breakdown of the simulation, it generates a relatively large error where 
the interface evolves into a thin filamentary shape. The tetra-marching procedure 
can create a perfectly interconnected interface near the very tail of a filamentary 
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shaped interface. The procedure is simple and easily applicable for both 2D and 
3D simulations without any complex algorithm. It can handle complicated 
interface evolution in a straightforward manner. Several tests including interface 
evolution in a vortex field and three-dimensional nucleate boiling problems with 
convective flow with a large surface deformation have been performed and the 
tetra-marching reconstruction procedure showed an accurate reconstruction 
capability compared to the original method.  
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Abstract 

Many industries use materials that are stored above their atmospheric pressure 
boiling points (superheated liquids) which can form two-phase mixtures upon 
their accidental release to the environment at ambient conditions. The behaviour 
and the characteristics of these liquid-gas mixtures during a superheated liquid 
release due to the breaking of the metastable state can significantly affect the 
hazard zone and the mitigation steps that can be taken to minimize the release 
impact for the hydrocarbon industry or the quality of the combustion, or 
explosions inside the diesel engines. The dependence of the whole process over 
the initial parameter values as the pressure, the temperature and others factors, 
which can created, for some cases, a complete breaking of the liquid core into 
droplets at the same time that it is going out of container like unstable jet, or a 
complete one phase liquid jet, is recreated by an empirical model based on the 
flashing process similarity and a damped second order system. Results of this 
model agreed with some available experimental data.  
Keywords: superheated liquids, empirical model, flashing process. 

1 Introduction 

Flashing is the violent phase change of a super-heated liquid when it is exposed 
to a pressure gradient generated by the pressure difference between the vessel or 
pipe line and the atmospheric pressure, due to vessels or pipelines faults. During 
the brief depressurisation of the liquid breaks into droplets at the same time that 
it is going out of container trough an opening like unstable jet, as consequence of 
the altering of the metastable state of the superheated liquid stored. 
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     Experimental research has found that for distances closer to the opening, 
liquid regions and large droplets are still superheated, so, they continuously 
break-up or evaporate in a section known as the expansion region; after this 
section, the droplet velocity decreases due to effects of the entrainment of air into 
the internal energy balance of the jet, and this new region is known as the 
entrainment region [8]. 
     Flashing process is a non isentropic process in which mechanics and 
thermodynamics mechanisms interact generating a particular type of jet, with 
certain characteristics of phase velocities, temperature and mass flow. These two 
mechanisms work together but there is not an equal and constant predominance 
of any of them along the whole process. The identification of the predominance 
of a particular mechanism in different situations is used to characterize the type 
of jet formed.  The fluid properties, such as, the viscosity and density, and their 
dependency with temperature or pressure together with the difference between 
the ambient conditions and the superheated initial condition of the fluid make an 
important contribution to the final characteristics of a flashing jet. The potential 
hazard of a vessels leak of metastable fluid is directly related with the fluid 
conditions and the mechanism predominant under certain circumstances. 

2 Qualitative model of flashing: physics considerations 

Phase change process presented in flashing needs to rich a minimum level of 
energy in order to appear, due to the significant difference in the internal energy 
of liquid and vapour phases of the same fluid. Assuming that the flashing occurs 
at most just outside of the opening, an analytical model of flashing across an 
aperture with pressure change is proposed to determine the type of jet resulting 
after the leak takes place. 
     To understand the characteristics of the different types of jet, it was necessary 
to establish in advance the number of cases to take into account. There are three 
main different types of jet, known as: liquid jet, mixture jet and gas jet with 
droplets [7, 9, 10]. The proposed model is based on the compilation of the 
individual influences of pressure differences, temperature differences and fluid 
properties. The pressure-temperature relationship in a fluid at saturation 
conditions shows that there is a variable dependence on temperature over 
changes in pressure for a particular pressure ratio. When the pressure increases 
and becomes closer to the critical point the dependence of temperature on 
pressure decreases. The region limited by the spinodal line, which represents the 
theoretical range of superheat that the fluid can achieve decreases, when the 
temperature or pressure values become closer to the critical condition. Larger 
values of temperature or pressure increase the thermal and pressure energy in the 
fluid, which in case of any release to ambient atmospheric conditions will need 
to be dissipated by the jet on its way out. The dissipation of larger quantity of 
energy generates a more violent phase change inside the jet because larger 
amount of energy have to be dissipated over a short distance. In its way, out the 
vessel, the fluid pressure and temperature suffer changes due to the interaction 
between the fluid and the ambient, from the vessel pressure value to the ambient 
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pressure at sufficient long distances from the opening. When the pressure 
difference changes, it produces a velocity variation and liquid density variation, 
that can be characterized by the Reynolds number, which is the ratio of the 
resulting inertial force and the viscous force. The Jacob number, Ja, defined as 
the ratio of the energy supplied by the superheated liquid and fluid latent heat, 
hfg. The ratio of the constant heat coefficient, Cp, and the latent heat drives the 
speed of the heat transfer phenomenon by conduction mean over evaporation 
phenomenon. Clearly, the Jacob number increases as a result of rising pressure 
due to the decrease of enthalpy and the increase of the Cp 

with the pressure rise 
and also with the temperature difference. 
     The resistance of the liquid to keep itself together as a liquid jet before it stars 
to break-up by any external (surface instabilities or waves) or internal 
(nucleation) means to the jet is represented by the Weber number, defined as the 
ratio of inertial force and surface tension force. It can be expected that the Weber 
number will increase as result of the effect of the square exponent of the 
velocity, which increases with pressure difference, as well as, with the decrease 
of the surface tension with pressure rise. It suggests the existence of a critical 
Weber number that drives the growth of the nucleated bubbles inside the 
fluid [11]. 
     The liquid density to gas density ratio can be used as measure of how much 
energy is necessary to overcome the phase change barrier through evaporation, 
which at least must correspond to latent heat of the fluid. Small density ratios 
indicate that less energy must be added to the system to achieve the evaporation 
than for higher density ratios. The boiling mechanisms inside of the fluid will 
depend on the introduction of sufficient kinetic energy for the molecules inside 
the fluid to change from liquid to vapour state.  
     A previous study performed by Skripov et al. [12] has confirmed that fluid 
properties as surface tension, specific volume, specific heat, viscosity and 
thermal conductivity of a superheated liquid follow the same trend as the 
properties at saturation point,  however, the information under this condition is 
not often available. Due to fluid temperature will go below the boiling point only 
after some distance downstream of the opening within the jet, named Minimum 
Temperature Distance, the fluid properties at the injection temperature, Tinj, will 
be delimit by the properties value at the boiling temperature, Tb, as shown by 
eqn (1). The values of the main properties of the liquid phase as density, ρl, 
viscosity, µl , surface tension, σ l , and coefficient at constant pressure, Cp , will 
be in all the cases limited by the value of the properties at the boiling 
temperature. 
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     Therefore, the properties values used to compute all non-dimensional 
numbers involved in a flashing problem will be assumed as the properties at the 
boiling point. 
     Resulting flashing jet also depends on geometrical considerations. The 
geometry of the nozzle as well as the piping system used in every experimental 
setting could affect the final output of the flashing jet. The diameter, the length 
and the shape of the nozzle have been taken as major characteristic parameters to 
be considered [6, 8, 13, 14]. Nozzle diameter, length and shape and the wall’s 
roughness e, will influence the discharge coefficient [15]. For instance, the 
discharge coefficient of a nozzle with sharper edges will be larger than for a 
nozzle with chamfered edges, and therefore, a nozzle with sharper edges will 
produce a larger pressure drop in the flow, as well as, larger disturbances in the 
flow field. 
     The nozzle diameter also affects total mass flow rate discharged and the area 
available to conduct the heat transfer inside the fluid. The cross sectional area of 
the fluid is drastically reduced from inside the tank to the exit passing through 
the nozzle. The smaller nozzle diameter will cause a reduction of the fluid heat 
transfer area, making it difficult for the fluid to keep the same conduction heat 
transfer rate on its way out, augmenting the possibilities of a violent and 
explosive flashing process. The nozzle length determines the period of time 
required by a fluid with certain velocity to flow trough the nozzle. It can promote 
the formation of heterogeneous nuclei inside the nozzle due to the increase of the 
contact between the fluid and the internal surface irregularities of the nozzle 
[16]. If, it is the case that the fluid can still be liquid at the exit of the nozzle, 
then the length will affect the type and size of perturbation or instabilities 
presented in the jet surface, as product of the internal flow pattern. In cases of 
two-phase discharges the length is an important factor in the determination of the 
two phase flow pattern inside a pipe [6, 17–19]. 

3 Model’s development 

It is seen that nucleation has a significant effect on flashing as the initial process 
that produces the breaking of the liquid continuum [20]. Nuclei are the starting 
point of gas bubbles inside the liquid and they are in turn responsible for the 
liquid transformation into droplets after the release. The total nucleation is 
responsible for all the vapour in the jet [21, 22]. 
     The proposed model is a one dimensional model based on a second order 
system which accounts for damping forces and stiffness forces over the 
nucleation process of a system driven by temperature and pressure differences at 
conditions where phase change occurs for liquids [23]. 
     There are similarities between the parameters that influence the nuclei 
generation process and the physical parameters that take part in the motion 
generation within a damped second order system and the type of response that 
the system can have under certain circumstances. For instance, both systems 
need to achieve a minimum level of energy to initiate the process, the type of 
response of the whole system to the velocity of the changes, the behaviour of the 

522  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



system will change drastically depending on the output of the system. It possible 
to think that, every case of leakage has the possibility to experience nucleation at 
different levels: explosive, very weak or none. The possibilities of the actual 
system response will be determined by the interaction between the parameters 
involved in the stiffness coefficient and the dissipation coefficient. 
     Based on those similarities the variable to be considered as the modelled 
parameter for the model proposed is the number of bubble clusters generated, 
called N. The nucleation rate of bubble clusters N , is determined from the 
balance of those parameters by the second derivative of the numbers of nuclei, 
N . The letters K* and C* of eqn (2) represent the stiffness and damping 
coefficient by unit mass. The stiffness coefficient per unit mass and damping 
coefficient per unit mass will be named here after as the production coefficient 
and the dissipation coefficient of the nucleation system. So, the left hand side 
term of the eqn (1) represents the number of bubbles per squared second instead 
that the acceleration defined as distance per squared second. 

 .. .
* *N C N K N= − −  (2)

 
     The model development was centred in the determination of the equivalent 
coefficients to the spring and the damped component of a damped second order 
system. The production coefficient represents the interaction of all parameters 
that potentially promote of the nucleation process. The potential of the liquid to 
nucleate is assumed to be a function of the degree of superheat, pressure 
difference, diameter and length of the nozzle as well as properties of the fluid. 
However, the relative magnitudes of the temperature and the pressure of the fluid 
with respect to the critical parameters of the flow are also important variables to 
take into account. The critical point represents the maximum potential energy 
contained in the flow. The closer the fluid is to the critical conditions, the lesser 
energy is needed to produce a phase change. Whilst, the dissipation coefficient 
represents the influence of the parameters that tries to slow down the nucleation. 
The influence of a particular variable is not exclusively in favour or against 
nucleation, there are some variables having a relevant role in both aspects. As 
result of the analysis of experiment data it is clear that the influence of a 
particular variable depends on its proportion respect to a reference value, as for 
instance the critical conditions values of a substance or the standard atmospheric 
conditions. The expression developed for these two coefficients are represented 
in eqns (3) and (4). 
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     Note that production coefficient as natural number is only defined for 
temperatures higher that the boiling temperature. 
     The criterion used to establish the characteristics of the resulting type of jet is 
the same used in a damped second order system which is given by the resolution 
of the eqn (2). Then, when a leak takes place the system is suddenly exposed to a 
pressure gradient between the inside and outside of the vessel. The answer of the 
system can be identified as under damped, damped or over damped. Every 
condition is associated with an equation that shows the relationship between the 
production coefficient K* and dissipation coefficient C*, as shown in eqns (5), (6) 
and (7), respectively. 
     An over-damped system the liquid will stay liquid even after the nozzle. It is 
represented by eqn (5): 
 

 24 * *K C over  damped<  (5)
 

     A damped system will correspond to the case where the liquid has vapour 
bubbles inside of the core region is present after the nozzle. It is represented by 
eqn (6): 

 24 * *K C damped=  (6)
     An under damped system will correspond to the full atomized case, where the 
remaining liquid is present as droplets after the nozzle. It is represented by 
eqn (7): 
 

 4K* > C*2          under damped (7)
 

     The definition of the sign parameter is introduced to normalize the output of 
the model. A positive unity value of sign parameter means the system achieves 
flashing condition and a negative unity value means the system do not achieve 
flashing condition. 

 

( )
* *2

* *2

4
4
K Csign

abs K C
−

=
−

 
(8)

 

     To finish the model, the incorporation of three dimensional constant named 
g0, g1 and g2 expressed in eqns (3) and (4) was needed. The units of the constants 
are consistent with the complete equation of balance of nucleation, nucleation 
second and first derivative and the nucleation itself. The values of these 
constants are the product of an empirical and numerical work of the experimental 
set of data available for hydrocarbons and water [6, 8, 11, 13, 24–28]. 
     The nucleation is expressed by the number of nuclei created and considering 
that it is not a proper unit then the units of the whole equation will be number of 
nuclei per squared second. Then, the unit of the production coefficient is the 
inverse squared second and the unit of the dissipation coefficient is the inverse of 
second. The numerical values were deducted taken all parameters involved in the 
international system unit (SI). The values are quite close each other due to the 
intension of the model is basically to catch the behaviour of the different fluid on 
the actual expression of every term rather that the numerical values of the 
constants used [23].  

524  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



4 Results  

In this section the results corresponding to two different cases of hydrocarbons 
are shown. The first case cover the experiment made by Johnson and Woodward 
[9] using chlorine as working fluid.  
     The first three columns of the Table 1 contain the original for the first case 
and the fourth column contains the results of the application of the sign 
parameter, eqn (8), for all the chlorine cases tested. This set of data allows 
testing the influence of the pressure, the pressure, and the effects of the nozzle 
characteristics on the release exit. The sign parameter corresponding to the cases 
of temperature of 289.63 K did not appear, due to the production and dissipation 
coefficients were not defined for temperature values smaller than the boiling 
temperature of the fluid. 

Table 1:  Model results for CFC11. Source: [9]. 

Pressure 
[kPa] 

Temperat
ure [K] 

Observations sign 

161,800 297.90 Liquid stream remained together until vertical 
movement of stream was dominant. 

1.0 

163,500 308.95 No break-up of liquid stream visible 1.0 
168,100 289.63 Liquid stream breaks up during vertical portion of 

trajectory into large drops and globs of liquid.  
Considerable splashing of liquid when it contacts 

the capture surface. 

- 

190,400 314.40 Liquid stream begins to break up about 0.3 m from 
release point 

1.0 

224,100 319.94 Near the release point, the stream appears thicker 
and slightly more broken up. 

1.0 

254,900 324.77 Stream appears more broken up from 2 m on. 1.0 
269,700 327.32 No vapour pockets were visible in stream. Break-up 

of liquid stream occurred, but more uniformly than 
330 K liquid. 

1.0 

302,000 330.71 Definite liquid break-up about 0.2 m from release 
point. 

-1.0 

362,500 338.37 Majority of liquid stream is being blown apart by 
vapour formation. The entire stream is broken apart 

about 20 percent of the time. 

-1.0 

366,700 338.42 Liquid stream begins to break-up near the release 
point.  Complete shattering of the stream occurs 

occasionally. 

-1.0 

392,700 341.09 Stream break-up occurs about 2-3 cm from release 
point. 

-1.0 

470,600 348.81 Liquid stream has completely broken up. Visible 
drops appear infrequently. 

-1.0 

554,100 354.96 No large drops visible. Complete stream break-up 
within 1-2 cm (0.5-inch) of release point. -1.0 
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     Figure 1 shows the influence of the temperature of the type if jet generated 
after the nozzle, since a complete liquid jet to a fully sprayed one. Figure 2 
shows the pressure effect on the jet type. Although both jets contain droplets 
after the nozzle, the spray angle is larger for the larger pressure. Figure 3 shows 
the effects on the jet of the change in diameter of the nozzle. In this particular 
case it can be see that the jet flashing location becomes closer to the nozzle, 
changing the profile at the exit of the nozzle since a liquid jet discharge to a 
complete sprayed jet. 
     The effect of the length of the nozzle, is normally represented by the length 
diameter ratio, instead the actual value. Figure 4 shows three cases of 850 kPa 
and 20°C for L/D, 0, 2 and 7 respectively. 

 

sign =-1 

sign =-1 

sign =-1 

sign =-1 

Figure 1: Photograph of a flashing jet from a nozzle diameter of 1mm and 
fixed pressure of 85.000 KPa, showing the test corresponding to 
five distinct temperatures, 13, 14, 18.5 and 20.2°C respectively. 
Source: [5]. 

sign =-1 

sign =-1 

Figure 2: The effects of two pressure values, 850 kPa and 1250 Pa in a flashing 
jet. Temperature = 20°C, nozzle diameter = 1 mm. Source: [5].   
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Figure 3: Flashing jet from three nozzle diameters (2 mm, 3mm and 4mm 
respectively). All cases tested at 850 kPa and 13°C. Source: [5]. 

 

Figure 4: Flashing jet from a nozzle of 2 mm, 850 kPa and 20°C for L/D= 0, 
2 and 7 respectively. Source: [5]. 

     The type of regime achieve by the fluid after the release is an indication of 
how strong the nucleation rate was inside the fluid. The stronger the nucleation 
is, the breaking of the liquid core will be more extreme and the droplets 
generated tend to be smaller. 

5 Discussions 

The general trend of the experimental information is reproduced by the present 
model. The information shown in Table 1 highlights the quality of the obtained 
results. The output of the model reproduces the experimental observations 
reported in the original work.  
     The present model predicts that all the cases of R134a will produce a flashing 
jet. However, the experimental evidence is, in some cases, ambiguous. The 
criterion will depend on the accuracy in identifying a liquid with visible bubbles 
inside the jet or a complete liquid jet. It is important to mention that the order of 
magnitude of the reduced pressure range evaluated for the R134a cases is about 
0.20 after . This value of reduced pressure is larger than any other experimental 
setting, where the common range for the evaluated reduced pressure is about 
0.04. Therefore the dissipation coefficient has a smaller value which is overcome 
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for the production coefficient. The model is capable of reproducing the 
experimental observations related to basic influences of diameter increases, 
pressure increase, length increase, and temperature increase. 
     A good agreement was also obtained for experiments using water, . The 
model fails to predict the liquid discharges corresponding to the data reported by 
Miyatake et al. [14]. The discrepancies between the result and the observations 
reported can be related to presence of a large length diameter ratio, up to a 
maximum of L/D =78.2. When, the length of the nozzle becomes large in 
comparison with the diameter, then the temperature effect becomes stronger 
since the pressure energy is mainly used to overcome the viscous losses through 
the nozzle and the viscous forces in the nozzle walls affects the force balance in 
the fluid. This alters the physics of the system modelled. In this case the surface 
tension will not be the major force acting on nucleation. Therefore, the 
assumptions used to develop the expression of the production and dissipation 
coefficients do not apply in a correct way for this experimental data. 

6 Conclusions 

A one dimensional model of flashing from an aperture has been developed. This 
model uses the nucleation process as the major process within flashing jet. This 
model called production dissipation model covers the study of flashing occurs it 
or not, and it is capable of reproducing the effects on the jet of the change of 
diameter and length of the nozzle, as well as, the variation in temperature and 
pressure and their relative position to the critical temperature or pressure of the 
fluid. 
     The occurrence of a flashing jet can be determined by the model based on the 
force balance between the promoting forces and dissipation forces of nucleation, 
in a similar way to a second order damped system. This balance take into 
account individual effect of the problem parameters, such as initial pressure and 
temperature as well as geometry dimensions represented by dimensionless 
parameters as Reynolds number, Jacob number, Weber number, ratio of density, 
friction factors or discharge coefficient. This model can be used for both water 
and hydrocarbons fluids. The solution of the model will determine the behaviour 
of the system as sub-damped (flashing jet), damped or over damped system 
(liquid jet). 
     The model allows the inclusion of the friction factor or dimensionless 
roughness, as important parameter in the nucleation process sue to its important 
as a potential nuclei sources, which are not normally included in any other work 
presented in the literature. 
     If was found that the different behaviour of water and hydrocarbon is based 
on the appreciable difference of their properties. In particular the liquid density 
and gas density ratio of hydrocarbons and water, which represents the quantity of 
energy needed to overcome the phase change barrier by evaporation and 
differences in surface tension. 
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Applications in biology 
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Modelling nanoparticle transport in an animal 
exposure chamber: a comparison between 
numerical and experimental measurements  

F. Morency & S. Hallé 
Département de Génie Mécanique, École de Technologie Supérieure, 
Canada 

Nanoparticles transport in an exposure chamber is investigated using 
computational fluid dynamics (CFD). This exposure chamber is used to assess 
the lung toxicity in rats resulting from the inhalation of airborne NPs. The 
mathematical model for airflow is based on the three-dimensional Reynolds-
averaged Navier-Stokes equations with turbulence modelling. Simulations of 
airborne NPs are based on assumptions such that their motions are similar to the 
ones of a single sized diameter distribution of a passive contaminant.  
Keywords: nanoparticles, CFD, exposure chamber, passive contaminant.  

1 Introduction 

The evaluation of the potential hazards for human health associated with 
inhalation or other form of contact with nanoparticles (NPs) is a question of 
much interest in the scientific community. Indeed, the phenomenal emergence of 
various types of nanotechnologies led many governmental agencies to present 
discussion papers on the safe use of nanometric scale particles, herein called 
NPs. These international reports are unanimous in supporting proactive measures 
to ensure the safety of workers exposed to NPs [1, 2].  
     One of the basic elements for the risk assessment evaluation in a work 
environment consists in an adequate characterization of the degree of exposure. 
In the case of exposition to airborne NPs, numerical simulations could be used 
advantageously as a tool to safely predict these exposure levels. In order to 
achieve this though, the development of models is still required. It is expected 
that these models once validated will make it possible to predict the behaviour of 
airborne NPs in a workplace environment, to evaluate the effective exposure of  
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humans to these NPs, and to safely assess the associated risks. This will in turn 
make it possible to design efficient ventilation and/or filtering systems which 
would make it possible to contain and to recover from an accidental release of 
undesirable NPs. 
     In that perspective of developing reliable models to simulate the transport and 
dispersion of airborne NPs, the objective of this paper is to present numerical 
results for a simple model of NPs dispersion in an animal exposure chamber. 
This exposure chamber will be used in further works to assess the lung toxicity 
in rats resulting from the inhalation exposures to airborne titanium dioxide 
(TiO2) NPs. 
     More specifically, air flow simulation results are presented in the exposure 
chamber for which the NPs are assumed to behave as a passive contaminant. 
First, a complete description of the exposure chamber is provided. Then, the 
mathematical model for the air flow in the exposure chamber is detailed. Finally, 
some numerical results will be compared with experimental measurements made 
in the real chamber.  

2 Exposure chamber 

An exposure chamber is a device used to assess the toxicity of aerosols or gases 
during inhalation studies with laboratory animals. These inhalation studies, if 
carried out under controlled conditions, can simulate potential exposure 
conditions of humans at workplaces [3]. Controlled conditions mean that the 
level exposure must be uniform in space and time. The technical performance of 
our exposure chamber is critical for the credibility of an inhalation studies since 
non-uniform TiO2 concentration will lead to a non-uniform dose delivery to the 
rats.  
     Fig. 1 presents the experimental set-up that will be used for the in vivo study. 
The exposure chamber (Unifab, Kalamazoo, USA) is 0.5 m3 in volume. The 
chamber is equipped with 2 inlets located in the upper part and one outlet located 
in the lower part. As indicated in fig. 1, airborne TiO2 NPs are delivered into the 
chamber by a 24-jets Collison nebulizer. The aerosol, from inlet 2, is then mixed 
and diluted by filtered fresh air admitted into the chamber via inlet 1. A round 
deflector plate in the upper part ensures thorough and even distribution of air. In 
any case, the concentration of airborne NPs should be kept as uniform as 
possible in the zone delimited by the deflector at the top and the grid at the 
bottom. Such exposure rooms are usually design to work as a mixing chamber 
and therefore create a complex 3D air flow. 
     This exposure chamber is design for whole-body exposure studies. To adapt 
the actual chamber for a node-only system, seven holes were drilled on one side. 
These holes were tapped to receive each a 4.8 cm nominal Plexiglas pipe. The 
central tube is connected to a DUST Track and a Dekati sampling system 
(sampling rate = 20 l/min). 
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Figure 1: Schematic view of the experimental set-up. 

3 Mathematical model 

3.1 Governing equations for the air flow 

Air flow within the exposure chamber is modelled by the three-dimensional 
Reynolds-averaged Navier-Stokes (RANS) equations using the eddy 
viscosity ሺߴ௧) assumption. The mass conservation equation, eqn. (1), and the 
momentum conservation equation, eqn. (2), are: 
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     For the airflow studied in this paper, turbulent flow regime is present into the 
chamber. These turbulent effects are modelled by the k- turbulence model. In 
the k- model, the eddy viscosity is function of the turbulent kinetic energy (k) 
and the specific dissipation rate (). Both variables can be determined by solving 
two additional transport equations. More details on the k- turbulence model are 
available in Wilcox [4]. 

3.2 Governing equations for the nanoparticles transport  

Airborne NPs are subjected to numerous physical phenomena that shape their 
size distribution in space and time. Coagulation leads to a reduction of the total 
number of particles, to an increase in the average particle diameter, and to an 
increase in the number of molecules in the particles. Growth of the particle 
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occurs by gas-to-particle conversion. Sedimentation resulting from the gravity 
field also occurs, with the particle settling velocity depending on particle size.  
     However, under certain hypothesis, NPs distribution can be considered 
constant in space and time: i) for low NPs concentration, no coagulation or 
agglomeration of NPs will occur [5] and thus aerosol distribution is not altered;  
ii) for the exposure chamber, there is no gas-to-particle conversion; iii) 
sedimentation or settling of NPs is negligible in the global dispersion process, as 
current studies indicate [6, 7]. 
     Moreover, because of their low concentration, NPs have no effects on the air 
flow and behave as a passive contaminant. This approximation is widely used for 
clean room design [8, 9].   
     In the exposure chamber, the generated NPs distribution is well represented 
by a single mean aerodynamic diameter. Several aerosol generation tests were 
performed by changing the input air pressure. The aerosol size distribution data 
obtained from a cascade impactor (Electrical Low Pressure Impactor, Dekati 
Inc.) located at inlet 2, show a maximum concentration of airborne TiO2 in the 
order of 9.40×106 particles/cm3 with a relatively narrow size distribution around 
a mean aerodynamic diameter of 26 nm (fig. 2).  
     Under the assumptions stated above, the transport of a turbulent diffusing 
passive contaminant in a velocity field can be solved either using a Lagrangian 
approach, as in the studies of Wang et al. [10] and Horender et al. [11]. Another 
possibility is to solve an Eulerian model governed by the Reynolds averaged 
mass transport equation for the contaminant:  
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Figure 2: Experimental size distribution of airborne TiO2 NPs at inlet 2. 

     In eqn. (3), ZA is the ratio of the contaminant mass fraction to the total mass, 
Dj is the NPs Brownian diffusion coefficient and the turbulent Schmidt number 
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(Sct) represent the ratio of the eddy viscosity to the eddy diffusivity. The 
turbulence in the exposure chamber will generate diffusion effects which are 
orders of magnitude higher than Brownian diffusion. These turbulent diffusion 
effects are characterize by the turbulent Schmidt number which is usually close 
to unity; therefore Sct was fixed to 0.9. However, the intensity of turbulence 
becomes negligible near surfaces and the Brownian diffusion is the dominant 
mechanism in that region. 
     In a previous paper, Morency et al. [12], compared three Brownian diffusion 
models for NPs. They shown the models proposed by Friedlander [13] and Hinds 
[5] give almost identical diffusion coefficients while the diffusion coefficients 
obtain by the Gussman’s model [14] are slightly lower. In the current study, Dj 

was fixed to 6.010-9 m2/s according to the value predicted by the Friedlander’s 
model for a NP diameter of 30 nm.  
     In the present study, the set of coupled eqns (1, 2 and 3), are solved by a finite 
volume method using the commercial software FLUENT version 6.3.  An 
Eulerian approach, similar to the one proposed here, has been used by other 
researchers such as Zhang et al. [15], to study NPs deposition in human 
tracheobronchial region or by Kumar et al. [16], to study NPs concentration in an 
urban street canyon.   

3.3 Computational domain and boundary conditions  

Fig. 3 shows a three-dimensional view of the exposure chamber computation 
domain. The model width (x), length (y) and height (z) are 67.4 cm, 67.4 cm 
and 115.3 cm respectively. Diameter of the two inlets is 3.8 cm. In order to limit  
 

 

Figure 3: Computational domain 
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the computational time, the bottom part of the exposure chamber was not 
considered in the numerical model. Therefore, the grid located at the bottom is 
modeled as an outlet vent in FLUENT. An outlet vent is an infinitely thin surface 
with a pressure drop proportional to the dynamic pressure of the flow. The 
velocity distribution at inlet 1 and 2 are considered uniform. No-slip conditions 
are imposed at wall for the velocity components. 
     The contaminant mass fraction to the total mass (ZA) imposed at inlet 2 is 
determined from the experimental size distribution of airborne TiO2 NPs. We 
have: 

 ஺ܼ ൌ
ቂ௡ൈగ ଺ൗ ൫஽೛൯

య
ൈ ఘ೅೔ೀమቃ

ሾ௧௢௧௔௟ ௠௔௦௦ ௜௡ ଵ ௖௠యሿ
 (5) 

 
with n=9.40106 particles/cm3, TiO2 = 3895 kg/m3 (anatase TiO2) and Dp = 
26.410-9 m, the mass fraction at inlet 2 is set to 2.8910-7 kg/kg.  

3.4 Diffusional losses of nanoparticles  

Diffusion is the largest force acting on NPs in the laminar region of the boundary 
layer. Airborne NPs will disperse rapidly and will diffuse toward solid surfaces 
who act as a sink. Constant removal of NPs from the air by deposition on solid 
surfaces leads to significant diffusion losses in the exposure chamber. 
     It is not possible to develop an analytical expression to predict the loss of NPs 
for a complex three dimensional flow pattern such as the one observed in the 
exposure chamber. In a straight tube, NPs transport efficiency can be determined 
by the following relation [17]: 
ௗ௜௙௙௨௦௜௢௡ߟ  ൌ ݁ିሾకௌ௛ሿ , (6) 

where ߦ ൌ
గ஽௅

ொ
. Key parameters determining the transport efficiency are the tube 

diameter (D), the tube length L, the Reynolds number based on flow rate Q (Red) 
and the particles diffusion coefficient (Dj). For a tube with fully developed 
turbulent flow conditions, Friedlander [13] proposed a relation to determine the 
Sherwood number (Sh): 

 ݄ܵ ൌ 0.0118 ܴ݁ௗ
଻/଼

൤
ఓ

ఘೌ೔ೝ஽ೕ
൨
ଵ/ଷ

. (7) 

     NPs transport and diffusion in a turbulent pipe flow are calculated within 
FLUENT in order to compare the numerical results with Friedlander’s relation. 
Fig. 4 presents the axisymmetric computational domain used in FLUENT. A 
constant velocity of 5 m/s is imposed at inlet with a density of 1.225 kg/m3, for 
Red=3423. For this flow condition, the entry length region spans less than 5% of 
the total pipe length.  

 

 

Figure 4: Tube flow geometry. 
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Figure 5: Mass fraction of airborne NPs in turbulent tube flow as a function 
of length. 

     Fig. 5 compares numerical transport efficiencies calculated by FLUENT to 
the ones obtained using eqn. (6). Results for NPs diameters of 10 nm and 30 nm 
are plotted. The numerical transport efficiencies are slightly higher than the 
correlation, around 6% of error in the worst case. The error band for the 
correlation is not known, but it can be expected to be similar to the one 
commonly admitted for heat transfer correlations, around 30%. 

4 Results 

In this study, NPs were treated as a passive contaminant. This approximation is 
based on the hypothesis that the aerosol size distribution is not altered by 
coagulation. Fig. 6 presents the mass fraction distribution of NPs in the 
cylindrical part of the exposure chamber. Two-dimensional slice, at y=0.0 m, 
shows the mixing of fresh air from inlet 1 with airborne NPs from inlet 2. Initial 
mass fraction of 2.89 10-7 kg/kg at inlet 2 decreased to an average value of 1.0 
10-7 kg/kg at the cylinder bottom end (z=0.0 m). Assuming spherical particle of 
26 nm in diameter, this mass fraction correspond to 3.3106 particles/cm3. 
According to Hinds [5] for an initial concentration of 5106 particles/cm3, the 
time require to halve the number of particles by coagulation, is in the order of 
five minutes. With the actual ventilation rate of 143.5 l/min, the NPs residence 
time is estimated to 3½ minutes, and it seems reasonable to neglect the 
coagulation of NPs as a first approximation. 
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Figure 6: Mass fraction distribution in the cylindrical zone. 

     As stated in section 2, exposure rooms are design to work as a mixing 
chamber. Thus, the concentration of airborne NPs should be as uniform as 
possible in the animals breathing zone. Fig. 7 shows the two-dimensional mass 
fraction distribution in the Plexiglas tubes region. Predicted mass fraction present 
not significant variation in spite of the disturbances in the velocity distribution 
observe in Fig. 8. Central tube used for aerosol sampling created a suction zone 
with a velocity reaching 0.5 m/s while the air velocity near tube 1 and 7 (Fig. 3) 
remain close to zero. 

 

Figure 7: Mass fraction distribution in the breathing zone. 
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Figure 8: Velocity distribution in the breathing zone. 

     Table 1 presents the predicted mass fraction of NPs in the exposure chamber 
at seven location points. These seven points are respectively located on the 
centerline of each of the Plexiglas tube at 1cm from the tubes tip. For the 
simulated ventilation and aerosol generation conditions, the NPs concentration in 
the rats breathing zone is fairly uniform. The averaged mass fraction is 610-8 
kg/kg with a standard deviation of 0.1310-8 kg/kg. Table 1 also shows the 
measured mass fraction at the sampling tube (tube 4). Although the location of 
the Dekati sampling system probe is known approximately, the agreement 
between the experimental and predicted mass fraction is excellent.  

Table 1:  Comparisons of the predicted and measured mass fraction.  

Tube (Fig. 3) 1 2 3 4 5 6 7 
ZA (10-8 kg/kg) 
(numerical) 

6.12 
 

6.15 5.90 6.02 6.04 5.80 5.92 

ZA (10-8 kg/kg) 
(measured) 

   5.59    

5 Conclusion 

This study focuses on airborne NPs transport and diffusion in an exposure 
chamber. Based on the assumption that NPs behave as a passive contaminant, the 
conclusions can be summarized as follows:  

0 0.1 0.2 0.3 0.4
x(m)

-0.6

-0.5

-0.4

z(
m

)

3.00E-01
2.67E-01
2.33E-01
2.00E-01
1.67E-01
1.33E-01
1.00E-01
6.67E-02
3.33E-02
0.00E+00

Velocity (m/s)

Advances in Fluid Mechanics VIII  541

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



a) Comparison between correlations and numerical simulations shown that 
diffusional losses of airborne NPs can be taken into account by 
imposing a zero mass fraction at solid walls.  

b) The upper part of the exposure chamber act as a mixing chamber which 
create favorable flow conditions to disperse uniformly the NPs from 
inlet 2 and to prevent coagulation. 

c) Mass fraction in the animal’s breathing zone is uniform with a standard 
deviation at the seven Plexiglas tubes tips of only 2%. 

d) The agreement between the measured and predicted mass fraction at the 
sampling tube is remarkable. 
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Abstract 

Traditionally, the docking of drugs onto cell receptors has been considered to 
occur from the capillaries into the interstitial fluid and thence to the cell receptor. 
In patients that are unable to exercise, pharmacologic stress testing is performed, 
either with vasodilatory agents (e.g. adenosine) or Dobutamine, which is a pro-
inotropic and chronotropic drug.  This drug docks with the sinoatrial node (SAN) 
in the upper right atrium of the heart near the superior vena cava. Due to its 
unique location it is exposed to both the blood flow coming from the right 
ventricle as well as the flow in the interstitial fluid. The SAN in the human has a 
surface area of approximately 4.6 mm2 and 0.1-0.2 mm thick and hence has a 
large surface area to volume ratio. The flow on the outside was simulated by a 
multiscale model consisting of a continuum flow, a Monte Carlo region and at 
the inner surface a molecular dynamics model. The simulation of the interstitial 
fluid contains more unknowns than the external flow. The SAN is relatively thin 
and thus it does not contain as many capillaries as would be found in normal 
tissue. The drug molecular dimensions are such that the Dobutamine can readily 
pass through the spaces between the capillary molecules, usually approximately 
40 microns. Due to the number of unknowns involved with the capillary solution 
a continuum solution involving a diffusion coefficient based on the Lebas 
molecular volume was undertaken to obtain the order of magnitude of the 
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docking. It was found that the number of drug molecules docking on the surface 
was much greater than the number docking through the interstitial fluid.  
Keywords: sinoatrial, Dobutamine, drug docking, bloodflow, drug diffusion. 

1 Introduction 

One method to evaluate for underlying coronary artery disease is to perform 
stress testing. Often, myocardial stress is achieved by the patient walking on a 
treadmill or riding a stationary bicycle while being monitored. In patients that are 
unable to exercise, pharmacologic stress testing is performed, either with 
vasodilatory agents (e.g. adenosine) or Dobutamine, which is a pro-inotropic and 
chronotropic drug. Dobutamine (the drug) is injected in the patients arm and is 
absorbed by the sinoatrial nodes (SA) in the right ventricle. There are receptors 
on the SA onto which the drug docks. The docking process involves certain 
atoms on the drug interacting with appropriate atoms in receptor.  
     There are three possible mechanisms for the drug to affect the membrane, 
figure 1 [1]. One is by direct docking with the receptor (a), the second is by 
entering the membrane and then diffusing through the membrane to dock with  
  

. 

Figure 1: Mechanisms for the drug affect on the membrane. 
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the receptor (b). The third is by interacting directly with the membrane. Probably 
all three mechanisms are involved. However for the present work only the direct 
action is considered. The SA are the pace makers of the heart and the effect of 
the Dobutamine is to increase the heart rate.  In undertaking an analysis of the 
effects of the drug it is important to know how much of the drug that is injected 
is absorbed by the cells. The SA nodes are located at the entrance to the superior 
vena cava past which the blood flows to the left ventricle. Blood also flows 
through the interior of the SA via the capillary network. In the present case the 
ratio of surface area to volume ratio is much larger than in most drug docking 
situations. Thus it would appear possible that a larger percentage of the drug 
could be absorbed at the surface as opposed to the usual mechanism by diffusion 
from the capillary bed. The present paper examines this proposition. 

2 Method of calculation 

Probably the earliest experimental work on Dobutamine docking on beta 1 sites 
is [13]. Here experiments were undertaken on dogs and it was found that the 
main effect was ‘direct action on beta 1 cardiac receptors’. The effect on beta 2 
and alpha sites was slight. The same view has been confirmed many times since 
and generally persists today.  
     The Chemical Computing Group’s MOE molecular modeling software 
(Montreal, Quebec, http://www.chemcomp.com) was used for protein 
construction, visualization and docking calculations. The structure of the human 
beta 1 adrenergic receptor was based on sequence homology with the known X-
ray structure of turkey beta 1 receptor, complexed with Cyanopindolol (2VT4, 
Protein Data Bank). The FASTA routine within Biology WorkBench 3.2 
(http://workbench.sdsc.edu) was used for sequence alignment and revealed an E 
score = 1.8e-65, and pair-wise identity of 77.5% (ungapped), over 345 amino 
acid residues. The final structure of the complex was achieved by molecular 
dynamics simulation and minimization using the Merck Molecular Force Field 
(MMFF94x) and parameter set, as supplied within MOE program. Specifically a 
non-bonded cut-off was set at 12.0 Angstoms. Solvation effects were 
incorporated using the Born implicit model. As it does not appear that the 
docking of Dobutamine has been studied experimentally a probable binding site 
was calculated. The Dobutamine structure was built and minimized. It was 
positioned initially by superimposing it with the Cyanopindolol molecule as 
observed complexed within the turkey beta 1 structure.   
     An additional and supporting approach for determining the potential 
Dobutamine site was guided by using the Alpha Site Finder methodology [14], a 
feature of the Chemical Computing Group’s MOE molecular modeling software. 
The algorithm calculates and displays potential regions of tight atomic packing 
on a protein surface. Both methods were in agreement and established a starting 
point for docking studies using the MOE Flex algorithm. The best binding site 
was based on a number of scoring functions (AEC scoring, Affinity DG scoring, 
HB scoring and London DG scoring (http.//chemcom.com for detailed 
definition). The result of our docking study based on the best score is shown in 
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figure 2. The appropriate amino acid sites on the receptor are shown, which 
indicate a tightly closed and energetically bound ligand. It be seen that there are 
five possible residue sites on the Beta 1 receptor that are in close contact and 
contribute to its binding of Dobutamine. Ser 212 and Ser 215 form H-bonds with 
the meta and the ligand’s para-hydroxyls (1.6 A and 1.8 A, respectively). An 
amino salt- bridge interaction is formed with Asp 121 (1.2 A), along with an H-
bond to Asn 329 (1.5 A). The Gly 98 backbone carbonyl is observed to form an 
H-bond with Dobutamine’s other para-hydoxyl group (1.5 A). Also contributing 
to the stabilization of Dobutamine binding are the hydrophobic and aromatic 
residues that form hydrophobic and pi-stacking interactions with the ligand’s 
aromatic system.  
  

 

Figure 2: A Two-Dimensional Beta 1 – Dobutamine contact map. Close 
contacts (less than 3.5 Ang) are displayed indicating those Beta 1 
residues that are responsible for binding Dobutamine. The legend 
indicates the type of interaction, residue properties, ligand and 
receptor exposure, as well as the proximity countour. Residue 
numbers refer to human Beta 1. 

 

     The external blood flow calculations were undertaken using a multiscale 
model [5] which was modified for the present calculations. The flow in the 
region most distant from the surface was a continuum region, the interaction at 
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the blood cell size level is a Monte Carlo process and the interactions with the 
receptors are undertaken using a direct simulation method known as molecular 
dynamics. 
     Continuum Scale: As details on neither the dimensions of the right atrium nor 
the blood flow velocity were available the continuum level solution could not be 
undertaken. Thus average values were chosen from [6]. The value used was 7.0 x 
109 Å/sec. 
     Blood cell scale: The Monte Carlo method has been described previously in 
[5] so it will only be briefly reviewed here. The Monte Carlo region of interest 
12000Å x 4000Å x 3000Å was divided into 100 cells. The method involves 
separating the motion into a collisional exchange of information and a 
convective information exchange. The blood is considered to be composed of 
water, erythrocyte, albumin, and Dobutamine. As the medium is a liquid then the 
collisional information was undertaken using the Landau equation. 
     The initial assignment of particle positions is random in the three directions. 
The velocities of the particles were set with a Maxwellian distribution 
appropriate to the temperature 
     The solution starts by taking a Monte Carlo fraction of the molecules. In the 
present case the fraction was 1/20. The change of velocity was undertaken using 
the Landau equation which in the test particle form below has been described as 
a generalized diffusion equation in velocity space [6]. Expressed in a non-
dimensional form it becomes 

  )5.0( rssrv TF
r

  (1) 

where  is the velocity distribution, the rv differentiation is with respect to the 

non-dimensional velocity v/2kT, subscript  is differentiation with respect to the 
non-dimensional time defined below. 

 rr vvGvF )(8 1  (2) 

 srrsrs vvvEvvHvT )(2)(2 31     (3) 

 
and H,G and E are tabulated [6]. The non-dimensional time [7] is  
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where m is the mass, n the number density,  =1/kT and B is defined as 
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l dlVlB
0

358  (5) 

     The force on a particle will consist of a drag due to G(v) and a random force 
due to H(v). The interaction time scale is as defined in equation (5). The 
convective step is then implemented. This is achieved by choosing a short length 
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of time ΔT. The particles then move with the velocity v attained at the end of 
time ΔT for a distance v ΔT. New cells are then formed and the process repeated. 
The boundary conditions as described above are applied at the end of each time 
step ΔT. The value of ΔT was determined as follows [8]. Within a cell 
containing N particles the particle with the largest total interaction cross section 
σi is chosen for collision where 

 

oij

N

j i

ji

i c

cc
 






1  (6)                                                                                  
 

     The cross section is very difficult to calculate in the present case as the 
particles are so large. Thus two possible interactions were considered. In one 
case the particles were considered to carry a charge and the collision cross 
section σoij is given in terms of the deflection angle χm. In the other case, the 
particles were considered to be hard spheres. The two cases were compared to 
judge the importance of the cross sectional approximation. The procedure then 
continues by choosing two colliding particles and time t calculated by 

 ti= -ξ*(n)/(σ i N) (7) 

where ξ is a random number between 0 and 1, n is the number of molecules in 
the cell, N is the number density. This process is repeated for all cells. 
     The geometry for the calculation of the diffusion of the Dobutamine in the 
sinus node is complex as shown in figure 3 from [9]. The arrows point to 
capillaries. The length of the centre arrow is approximately 50 µm long. The 
distance between the capillaries are then 48µm and 81µm. An accurate 
calculation of a docking process would require detailed knowledge concerning 
the cell structure, the location of the interstitial fluid, the capillary lengths, the 
number of capillaries normally active etc., within the limits discussed below the 
diffusion equation  

 

2

2
N NC C

D
t x

 


   (8) 
 

can be approximately solved. Although the diffusion process is three 
dimensional [5], due to the uncertainties in the present case only a one 
dimensional solution will be considered. 
     The molecular dynamics region was the region above the surface and below 
the Monte Carlo region. The beta 1 receptor molecule rises approximately 50Å 
above the cell surface. Thus the lower surface of the Monte Carlo region was 
placed at 57Å above the cell surface. If a Dobutamine molecule entered the 
molecular dynamics region it was allowed to proceed at its current velocity to the 
cell surface. The density of beta 1 receptors of beta 1 receptors was obtained 
from [10] as 7.7 pmol/mL. Assuming that 30% of the receptors would be 
activated at a given time a random number was generated and if it was greater 
than the probability of hitting a receptor a collision was considered to occur. An 
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arbitrary impact parameter was chosen for the Dobutamine molecule as well as 
an arbitrary rotational angle. The molecule was then the allowed to proceed 
through the molecular dynamics region till it intercepted the receptor. If the 
appropriate atoms on the Dobutamine were within 3Å of a docking site, as 
shown in figure 2, then a docking was considered to occur. At this time the 
receptor was removed from the cell as thus the density of receptors in the cell 
was reduced. New Dobutamine molecule was introduced at the midpoint of the 
region of interest.  

3 Results 

The external flow was calculated as described above. Due to the small number of 
Dobutamine molecules in the blood it is impossible to perform the calculations 
using the full number of water and erythrocyte molecules. This arises as with a 
Monte Carlo fraction of 20 there are only two Dobutamine molecules in the 
region of interest. The number of albumin molecules was set at the correct value. 
However even using the Monte Carlo fraction of 20 the number of water and  
erythrocyte molecules would be so large that only a super computer using 
parallel processing could undertake such a calculation The code was run with the 
different numbers of water and erythrocyte molecules and it was found that 
provided the numbers were greater than 50 there did not appear to be any 
significant changes in the results. In the present calculations the number of water 
and erythrocyte molecules were set at 500 each. The result of the calculations is 
shown in table 1. 

Table 1:  External flow docking of Dobutamine with Beta 1 receptors. 

Number of 
Dobutamine 

molecules 
docking/µm2 

Time 
Ionic 
Cross 

Section 
Secs. 

Time Hard 
Sphere Cross 
Section Secs 

2000 .03382 0.0139 

4000 .07355 0.0515 

6000 .09979 0.1148 
 
     It can be seen that the assumptions made about the collision cross section is 
relatively unimportant. This arises because it is only used to calculate the time 
advance and not the collisional change of velocity.  
     As described above the docking within the cells is very complex. There does 
not appear to be experimental values for the diffusion coefficient (D) for 
Dobutamine. One method of estimating D is from [11] 
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 (9) 
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where D is the diffusivity in m2/sec, µ is the viscosity in kg/m.sec and VB is the 
LeBas molar volume in m3/mol. Taking the solvent as water the viscosity is 
1.08e-3 kg/m.sec, k=1 and the Le Bas volume is 1.053e-2 giving a diffusivity of 
3.42 x10-10 m2/sec. The diffusion coefficient can also be estimated from the 
Stokes –Einstein relation D=kT/(6πυr). This gives the value of D as 3.90 x10-10 
m2/sec for diffusion in water. A value of 3.5x10-10 m2/sec will be used.  
     Based on figure 3 the solution of equation (8) would not be very accurate. 
However an order of magnitude for the time involved can be obtained from an 
approximation of equation (8).  
 
 t=λ2/D (9) 

 
where λ is a typical diffusion length scale. The diffusion length that is significant 
is the distance from a capillary to a cell. Considering the dimensions discussed 
above a length of 25 µm would be appropriate. Thus an order of magnitude 
calculation of the time for diffusion can be obtained as 0.18 sec. The docking 
calculation would then increase the time due to the availability of receptors and 
the orientation of the drug as described for the external flow. From figures 2 and 
3 [9] the dimensions of the nodal cells and the capillaries range between 4µmi 
and 8µm. Thus as well as interstitial fluid there is considerable tissue such as 
mitochondrial cells. In this case the viscosity may be an order of magnitude 
greater [12] giving a diffusivity of 0.25x10 -10 m2/sec. The thickness of the sinus 
nodes is approximately 200µm. Thus there are approximately 5 layers of cells 
through the nodes. 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 3: Sinus node histologic section from figure 1 [9]. 

4 Conclusions 

Comparing equation 9 and table 1 the docking of Dobutamine on the sinus nodes 
mainly occurs on the blood side of the nodes. It would be expected that the drug 
would be mainly absorbed within 1 second of the Dobutamine being distributed 
around the body. The release time of the Dobutamine from the receptor is 
known. In order that there remain sufficient receptors available for the 
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Dobutamine to dock with, then a release time of less than half a second would 
appear to be conservative. Thus the present values for the docking time may be 
reasonable.  
     This result arises because of the high blood flow past the nodes. A similar 
situation likely occurs in the ventricles although to a lesser degree. In most 
situations diffusion is likely to be the principal mechanism.  
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Enhancement of conjugate heat transfer from
electronic chips with a rotating
tri-vane assembly

R. I. Bourisli
Department of Mechanical Engineering, Kuwait University, Kuwait

Abstract

The enhancement of heat transfer from heat-dissipating devices is investigated.
The laminar convection-conduction heat transfer from five heat-generating block
in a channel at different Reynolds numbers is numerically simulated using the
finite volume method. Newly proposed tri-vane structures with constant angular
velocities are placed near the upper downstream corners of the blocks. The vanes
in the structures drive significant portions of the core channel flow into the dead
zones between the blocks. An optimum angular velocity for the structure is shown
to exist, giving a reduction in maximum temperature of 16.3% at Re = 1000. The
location of the optimum angular velocity was shown to bifurcate because of the
influence of the natural frequency of the structure. It is concluded that this effect
can have a positive effect on the overall heat transfer from the blocks.
Keywords: Heat transfer enhancement, corrugated channel, heated blocks,
rotating vanes, optimum angular velocity.

1 Introduction

The problem of enhancing heat transfer in channels with geometrical
inhomogeneities is of great interest to engineers from both the theoretical and
practical points of view. Flow in a channel with heat-dissipating elements, for
example, is found in many engineering devices such as compact heat exchangers,
oxygenators, dialyzers, nuclear reactor cores, and cooling systems of electronic
equipment. In most of these applications the design requires that the maximum
temperature of the heat-dissipating components be maintained below a certain
temperature in order increase device efficiency and reliability and avoid failure [1].
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A simple way of accomplishing this objective is to increase the flow rate and thus
the rate of heat removal. While this solution is acceptable for low flow-rate devices,
the ensuing noise, vibration and pressure drop requirement deems it impractical for
many moderate-to-high flow-rate devices.

A common alternative is to modify the channel topology so as to enhance heat
transfer from thermally stagnant zones. Among these strategies are altering the
configuration of the heated elements [2,3] and adding cylinders and deflectors [4,5]
in the channel. In most cases, while moderate heat transfer enhancement is
observed relative to the basic configuration, new, thermally-stagnant zones develop
in the channel. Additionally, the size and location of the new objects have to be
optimized carefully to effect the highest gain in heat transfer for the effort spent.

The effect of adding a streamwise, pulsating component to the flow on the
heat transfer has also been proposed by a number of researchers [6–8]. The
enhancement in heat transfer was strongly dependent on whether the Strouhal
number matched the natural frequency of vortex formation and ejection from
inter-block cavities. Enhancements are also directly related to the amplitude of the
pulsation, which could not be increased indefinitely. On top of that, the fact that
additional power and some sort of variable-frequency pump was required takes
away from the practicality of such strategy. Some researchers used oscillating
objects, such as plates and cylinder, within the channel to help break the eddies
formed between heated blocks [9, 10]. The same dependence on frequency was
observed but with much better heat transfer than when the flow itself is oscillated.

One popular approach among researchers is to use vanes or deflectors to alter
the dynamics of the flow around heated blocks [11,12]. Specifically, the vanes lead
the cooling fluid into the relatively stagnant zones between the block in order to
increase heat transfer from the hidden surfaces, which are normally not greatly
affected by the core flow in the channels. While fluid acceleration between the
vanes and blocks results in the elimination of large recirculation zones, and thus in
heat transfer enhancement, new recirculation zones soon develop, namely between
the deflected flow and the upstream surface of the next block in line. The aim of this
research is to investigate the utility of adding a rotational velocity component to
the vane structure such that the flow is continuously altered. To maintain the effect
throughout the rotation period, a tri-vane structure, consisting of three outward-
facing identical vanes, is used.

2 Problem formulation

The conjugate conduction/convection problem considered is that of a 2-D,
transient, incompressible, Newtonian flow in a channel of height H . The fluid
flows over five homogeneous w × h blocks with constant thermal conductivity
ks, heated from below with a uniform heat flux, simulating electronic chips. The
distance from the inlet to the upstream face of the first block is Li and the distance
from the downstream face of the last block to the exit isLe. The inter-block spacing
is s. The adiabatic tri-vanes structures are formed by three identical spline curves
inscribed in a circle of radius d. The center of the circle is located a distance x
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Figure 1: Schematic of the problem showing key dimensional variables.

from the upper left corner of the block, at height y from the bottom surface of the
channel. The structure rotates with a constant angular velocity ω. The fluid has
density ρ, viscosity µ, thermal conductivity kf and Prandtl number Pr. It enters the
channel with a parabolic, fully-developed profile, ui(y), and exits with the same
profile to zero gage pressure. All properties are assumed constant, and viscous
dissipation and body forces are neglected. Figure 1 shows a schematic drawing of
the problem showing key geometrical features.

Fluid flow is governed by the 2-D, transient, incompressible Navier-Stokes
equations, while energy flow is governed by the transient, 2-D heat equation. These
equations can be non-dimensionalized using the following quantities,

u∗ ≡ u

U
, v∗ ≡ v

U
, x∗ ≡ x

H
, y∗ ≡ y

H
, p∗ ≡ pH

µU
, t∗ ≡ tU

H

k∗ ≡ ks

kf
, θ ≡ T − Tin

q′′H/kf
, ReH ≡ ρUH

µ
, Pr ≡ cpµ

kf

where u and v are the Cartesian velocity components, µ is the dynamic viscosity,
cp is the specific heat, kf , ks, and k∗ are the fluid, solid and dimensionless
thermal conductivities, respectively, and Tin and θ are the inlet and dimensionless
temperatures, respectively. The resulting nondimensional Navier-Stokes equations
are,

∂u∗

∂x∗
+
∂v∗

∂y∗
= 0 (1)

ReH

(
∂u∗

∂t∗
+ u∗

∂u∗

∂x∗
+ v∗

∂u∗

∂y∗

)
= − ∂p∗

∂x∗
+
∂2u∗

∂x∗2
+
∂2u∗

∂y∗2
(2)

ReH

(
∂v∗

∂t∗
+ u∗

∂v∗

∂x∗
+ v∗

∂v∗

∂y∗

)
= −∂p

∗

∂y∗
+
∂2v∗

∂x∗2
+
∂2v∗

∂y∗2
(3)
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and the nondimensional energy equation for the fluid is,

∂θf

∂t∗
+ u∗

∂θf

∂x∗
+ v∗

∂θf

∂y∗
=

1
ReH Prf

(
∂2θf

∂x∗2
+
∂2θf

∂y∗2

)
(4)

and for the solid blocks,

∂θs

∂t∗
+
∂2θs

∂x∗2
+
∂2θs

∂y∗2
= 0 (5)

The fluid enters the domain with the fully-developed profile ui(y) and
temperature Ti. At the channel exit, zero streamwise velocity and temperature
gradients are imposed. The exposed parts of the lower and upper channel walls
are assumed adiabatic with the no-slip boundary condition prescribed. The five
blocks experience a constant heat flux of magnitude q′′ W/m2 through their bottom
surfaces. The no-slip boundary condition is prescribed at the left, right and upper
surfaces of blocks. Thermally, these interfaces between the blocks and the flow
have temperature and heat flux continuities and experience conjugate heat transfer.
The boundary conditions can be summarized as follows:

Inlet:

u∗ = 6y∗(1 − y∗), v∗ = θf = 0 (6)

Exit:

∂u∗

∂x∗
=
∂v∗

∂y∗
=
∂θf

∂x∗
= 0 (7)

Exposed channel walls:

u∗ = v∗ =
∂θf

∂y∗
= 0 (8)

Blocks bases:

q′′ = 1 (9)

Exposed blocks surfaces:

u∗ = v∗ = 0, θf = θs,
∂θf

∂n∗ = k∗
∂θs

∂n∗ (10)

Finally, the five tri-vane structures were created and meshed separately and then
merged with the channel and block geometry/mesh using the T-Grid software. The
five (tri-vane) separate continua were given a constant rotational component of
magnitude ω, acting as a temporal boundary condition. A sliding mesh technique
was used to ensure continuity of flow between the two main channel and tri-vanes
regions.
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Figure 2: Part of the mesh used showing the effect of adaption.

2.1 Discretization technique

The governing equations and boundary conditions were discretized using the
finite volume technique [13]. The power law scheme was used to discretize the
momentum and energy equations while a first-order upwind scheme was used for
the continuity (pressure) equations. A 1st-order, implicit formulation was used for
the transient term. The problem of flow over five heated blocks without vanes
was examined using a series of meshes, ranging from 80,000 to 197,900 cells.
The maximum dimensionless temperature and the area-weighted average Nusselt
number values for the first and fifth blocks were used to assess the quality of the
mesh. For meshes larger than 170,000 cells, changes in all three quantities cease
to be greater than 1%. In most results reported here, 180,500 cells were used. A
series of mesh adaption modifications were performed at different intervals within
a rotation period to ensure that the mesh is optimized with respect to high velocity
and temperature gradients. A partial view of a sample resulting mesh, showing
the effect of adaption, is shown in Figure 2. The consistency of the numerical
algorithm was tested by comparing its results for a single block to the “steady”
ones of Young and Vafai [2]; excellent agreement between the two methods/grids
was observed, judging by the maximum temperature and local Nusselt number
distributions reported.

3 Results and discussion

Simulations were performed at Reynolds numbers 250, 500 and 1000 for a fluid
with Prandtl number 0.72. The heat flux was taken to be q′′ = 1 W/m2. In
all, nine rotational speeds for the tri-vanes were tested: ω = 0.63, 1.05, 1.26,
1.57, 2.09, 3.14, 4.19, 5.03 and 6.28 rad/s, corresponding to rotation periods of
10, 6, 5, 4, 3, 2, 1.5, and 1.25 1, seconds, respectively. The tri-vane geometry,
nondimensionlized by H , has d = 0.2, x = 0.2 and y = 0.5. The equations
of motion were discretized and solved as aforementioned. Due to the coupled
nature of the problem, a coupling of the pressure, momentum and energy equations
was necessary at each time step of each of the 27 cases tested. This resulted in
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Figure 3: Streamlines through one third of a period, Re = 1000.
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Figure 4: Temperature contours through one third of a period, Re = 1000.
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Figure 5: Maximum temperature, θmax, among the blocks vs. angular velocity, ω.

extremely long (computational) simulation times before cyclic steady state was
reached, even though the physical flow became cyclically steady after a relatively
short amount of (physical) time.

Figures 3 show the evolution of the streamlines in the channel through one third
of a period. Due to the circumferential symmetry of the structure, one third of a
complete period is sufficient to draw conclusions. The dynamic nature of the flow
is evident through the intermittent flow of fluid from the core into the stagnant
regions between the blocks. Large eddies do not form in the grooves and reduce the
Nusselt number over the sides of the blocks. Additionally, and more importantly,
when the vane facing the block rotates away, an eddy is given a chance to form
momentarily before it is swept away by the next vane. This prevents stagnant zones
in the whole channel and results in the fluid passing over the next upper surface
with even higher momentum.

Figures 4 show the concurrent temperature contours in the channel. The effect of
eddy formation and ejection is clearly visible in the areas between blocks, where
cold fluid, almost at the temperature of the core flow, penetrates deep into the
grooves, carrying with it a large portion of the heat. The penetration of the cool
fluid to the bottom of the grooves is of paramount importance because of their
proximity to the heat source.

The effect of the angular velocity, ω, on the maximum temperature in the five
blocks, θmax, is shown in figure 5 at the three Reynolds numbers considered. As

564  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



expected, the effectiveness of the tri-vanes, rotating or not, does not enhance heat
transfer at low Reynolds numbers. This can be attributed to the fact that at such
Reynolds numbers, the flow lacks the required momentum to drive itself into the
grooves as the vanes intended. At the same time, the existence of the structure
over any block hinders the core flow from attaining its usual core velocity over the
top surface of the next block in line, thereby reducing heat transfer. At Re= 250,
only one rotational velocity was successful in reducing the maximum temperature
compared to the basic grooved channel. It is expected, but not verified, that this
optimum will quickly disappear as the Reynolds number is reduced further. For
moderate-to-high (laminar) Reynolds numbers, the use of the tri-vane structures
clearly reduces the maximum temperature in the heat-generating blocks. In fact,
for Re = 1000, any value of ω results in a reduction in the maximum temperature
for the shape studied. In general, reductions in the maximum temperature amongst
the blocks were 8.50%, 14.6% and 16.3%, for Re = 250, 500, and 1000,
respectively.

An important observation can be made regarding the value of the optimum ω
as Re increases. Interestingly, the clear optimum observed for the Re = 500 case
gradually bifurcates into two co-optima as the Reynolds number is increased. It
is known that in static mode, heat transfer from obstacles placed in a channel
is maximized when the frequency of oscillation/rotation is synchronous with the
natural frequency of vortex shedding, a phenomenon known as lock-on [14]. It
is also reasonable to assume that heat transfer is not maximized over all surfaces
simultaneously. We observe here that the resultant effect of the tri-vanes is to force
the large vortices to take a different route than the usual one. Thus, the bifurcation
can be explained by the fact that the periodicity of vortex shedding is severely
disrupted by the rotation of the tri-vanes in such a way that it artificially overrides
the natural lock-on and forces the flow into dead zones, normally unattended by
the undisturbed flow. In other words, the asynchronous rotation (with respect to
the natural frequency) can become so pronounced as to “unexpectedly” enhance
heat transfer from different block surfaces, thereby doing more good than harm.

4 Conclusions and future work

In this research, enhancement of the laminar convection-conduction heat transfer
from five heat-generating blocks in a channel is investigated numerically using
the finite volume method. A rotating tri-vane structure was used to drive the flow
into the grooves between the blocks. The result was a noticeable decrease in the
maximum temperature in the blocks. The periodic diversion of the core channel
flow into the grooves prevents sustaining large, stagnant eddies. Reductions in the
maximum temperature in the blocks were as high as 16.3% for Re = 1000. An
optimum angular velocity for the tri-vanes was shown to exist. It is believed that
the rotational velocity “throws off” the natural frequency of vortex shedding. This
dilatation of the lock-on effect was shown to have a positive effect on the overall
heat transfer from the blocks. For future work in this area, more laminar cases
can be simulated to draw more physical conclusions. It is also interesting to see if
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effects of the tri-vanes is as pronounced in the turbulent regime. The tri-vanes, or
similar shapes, that move with variables velocities should also be investigated.
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Abstract 

This paper describes the experimental part of an electronics cooling research 
project. To undertake the experiments a test rig has been designed and assembled 
which represents a channel made by two parallel printed circuit boards (PCBs). 
Different arrangements of heated prismatic bodies can be mounted on the walls 
of the channel simulating electronic components. These bodies are cooled 
combining a channel cross-flow and impinging jets issuing from the walls. The 
working fluid is air and the maximum Reynolds number (calculated respect to 
the channel height) is 13740. The test rig has been designed to take flow 
measurements using different experimental techniques such as hot wire 
anemometry (HWA), particle image velocimetry (PIV) and infrared imaging 
(IR). Experimental data on fluid flow features around electronic components will 
be used to develop and validate turbulence models that will be implemented in 
Computational Fluid Dynamics simulations. 
     The presented results are two preliminary experimental studies to analyse the 
influence of the component height (h) and the Reynolds number on the flow 
structure around the component. The first study was made with the component in 
a cross flow without impinging jet and in the second study an impinging jet was 
added to the cross flow. The Reynolds numbers employed are close to those used 
in applications within the electronics industry. The measurement mean (U, V), 
rms velocity (urms, vrms) profiles in three main regions of the flow, namely, the 
wake, the upper and the side region have been obtained using the hot wire 
anemometry. From theses measurements the lateral flow separation, 
reattachment points and recirculation have been studied. 
Keywords: electronic cooling, cross flow, impinging jet, wall-mounted prism. 
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Nomenclature 

H, W Channel height and width 
(mm) 

Umax Maximum Velocity at centerline 
of the channel (m/s) 

L, h Obstacle width and height 
(mm) 

Uj Impinging Jet Velocity (m/s) 

h/L Obstacle aspect ratio x,y,z Streamwise, Vertical and 
Spanwise coordinates (mm) 

ReH Channel Reynolds number 
(=UmH/) 

 Fluid kinematic viscosity (m2/s) 

Rei Impinging jet Reynolds 
number (=UjD/) 

Um Channel Bulk velocity 
(m/s) 

1 Introduction 

Thermal management of electronic systems is one of the bottlenecks in today’s 
electronics industry. The increasing clock speeds and miniaturization implies a 
huge increase of the heat dissipation per unit area in electronic systems. It is a 
real challenge to cool electronic components in an efficient way, since the heat 
transfer in electronic components depends strongly on characteristics of the flow 
field around them. That is the reason why the flow and heat transfer around 
small-scale three-dimensional blocks, which simulated electronic components, 
has aroused great interest. 
     Flows over isolated, wall-mounted cubes have been subject to several past 
investigations. Castro and Robins [1] measured the flow velocity around a single 
cube mounted on a flat plate with different oncoming boundary layer flows. It 
was shown that the extent of the wake recirculation and the size of the vortex on 
top of the obstacle were strongly dependent on the boundary layer thickness of 
the oncoming flow. Ogawa et al. [2] studied the flow and mass diffusion around 
a cube considering the concentration and flow patterns on and around the cube. 
The concentration patterns were shown to be strongly dependent upon the flow 
patterns, and in particular, on the existence of reverse flow at the source location. 
     The flow around a single wall-mounted cube in a fully developed turbulent 
channel flow was investigated experimentally by Hussein and Martinuzzi [3], 
Larousse et al. [4], Martinuzzi [5] and Martinuzzi and Tropea [6]. The Reynolds 
number was Reh=40000, based on the cube height (h = 25mm) and the bulk 
velocity, and the channel height-to-cube ratio was 2. The major flow features 
were well described, namely the horseshoe vortex induced at the leading face of 
the cube, the arc-shaped vortex in the wake, the flow recirculations at the top and 
the side faces. Further, the studies included a detailed description of the 
Reynolds stresses and other higher order moments. It was found that the 
horseshoe vortex region was unstable but non-periodic which caused bimodal 
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velocity distributions. Moreover, vortex shedding was detected in the wake of 
the cubical obstacle. Meinders [7] and Meinders et al. [8–10] reported on the 
flow field characteristics (e.g.: flow separation and reattachment at the top and 
side faces of the cube) of a single wall-mounted cube (h=15mm) in a developing 
turbulent channel flow for a Reynolds number range of 2750<Reh<4970. 
     The literature review of Schofield and Logan [11] showed that a consensus 
exists for the general flow features around a single wall-mounted prism. The 
features include the horseshoe vortex, the wake vortex and the top and side 
vortices, which are indicated in Figure 1. These flow features are not only 
observed for a single prism in turbulent channel flows, but are also representative 
for configurations of multiple prisms. The flow field in front of the obstacle is 
characterized by the horseshoe vortex, indicated with A, which originates at the 
base of the windward stagnation region and extends downstream along the 
channel floor past the sides of the prism. The separation of the top shear layer 
resulted in a bound recirculation (“top vortex”, indicated with B). The side 
vortex is indicated with C. An arc-shaped vortex was typically found in the wake 
of the obstacle (“wake vortex”). This wake vortex, indicated with D, was 
confined by the solid walls and the fluid flowing along the side and the top faces. 
 

 

Figure 1: Schematic representation of the flow features a surface-mounted 
obstacle by Martinuzzi and Tropea (From [6] with permission). 

     In cooling of electronic components, forced channel flow between PCBs is 
frequently used as a cooling technique [7]. Using forced channel flow excessive 
flow rates will be required to manage the whole thermal load of the electronic 
system. One possible alternative to face this problem is using an impinging jet 
over the most dissipating component combined with a low-velocity channel flow 
(see Rundström and Moshfegh [12]). Impinging jets are used for many industrial 
applications where high heat and mass transfer rates are required. In addition to 
their industrial applications, turbulent impinging jets have great scientific interest 
due to the particular characteristics of this flow. Extensive experimental and 
numerical research has been carried out to predict the flow and heat transfer in 
the stagnation region of an impinging jet. 
     This paper presents an experimental study about the influence of the obstacle 
height and Reynolds number on the flow field structure. The component used is 
located in a cross flow for the first case and in the second case the component is 
placed in a cross flow adding an impinging jet. The flow features determined for 
the first case were the reattachment point on the top and downstream of the 
trailing face of the component and the lateral separation. Moreover, a 
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comparison with the results found in the literature was performed. In the second 
case two principal regions, the upper zone and the wake were studied. 

2 Experimental setup 

2.1 Test section description 

The experiments were performed in an open circuit wind tunnel specifically 
designed for electronics applications. This wind tunnel was built following the 
criteria found in Mehta and Bradshaw [13], Westphal [14], Barlow et al. [15]. As 
can been seen in Figure 2, the wind tunnel consisted of different assembled 
pieces, namely input cone, honeycomb, screens, contraction, test section, 
diffuser, filters, laminar flow element and centrifugal fan. 
 

  

Figure 2: View of the wind tunnel. 

Figure 3: Sketch of the side view of the test-section with a single wall- 
mounted obstacle and local coordinate system of the obstacle. 

     The honeycomb and fine screens were used to eliminate the large turbulence 
scales and to straighten the flow. The channel (test section) has internal 
dimensions of 2000x30x300 mm3. A sketch of the test section with the 
coordinate system employed is given in Figure 3. The x-axis and y-axis refer to 
the streamwise and the normal direction respectively. The z-axis points out of the 
image, referring to the spanwise direction. The diffuser is used for the transition 
between a section of high velocity and one of low velocity. The filters are used 
to eliminate the strange particles conveyed by the air and to avoid damage of the 
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Figure 4: Sketch of the 
control system 
of the flow for 
the impinging 
jet. 

Figure 5: Photograph of the test-section with a 
single wall-mounted obstacle during 
the hot wire measurements. 

laminar flow element. The laminar flow element is used to measure the 
volumetric flow that circulating through wind tunnel. The centrifugal fan has a 
variable-frequency driver so that different flow rate can be achieved. 
     The test section has been designed and assembled to represent a channel made 
by two parallel PCBs. Different arrangements of heated prismatic bodies can be 
mounted on the walls of the channel simulating electronic components. The 
walls are made of a transparent material (methyl methacrylate) to have optical 
access to the test section. This setup provides the possibility to assemble and 
disassemble the walls with little effort. The front wall has an array of holes to 
introduce the support of the hot wire probe. Also one plate can be changed in 
order to use the impinging jet. The impinging jet enters to the test section 
through a rigid tube sufficiently long to obtain fully developed flow. The flow 
rate of the impinging jet is controlled by means of a flow meter, valve and flow 
regulator to maintain the required working conditions, see Figure 4. A 
photograph of the test section with both setups is shown in Figure 5. 
     A computer application has been developed in Labview 8 to control and 
monitor the working flow rate through both the channel and the impinging jet.  

2.2 Measurement equipment and uncertainty analysis 

Mean velocity and second order statistic were measured with a HWA. This 
equipment includes a Streamline Calibrator, Streamline Module (type 9010), 
A/D board to convert analogical signal into digital and Probe (X- probe type 
55P61 two-dimensional velocity component). The probe used has the possibility 
of measuring two-dimensional flows, where the velocity vector stays within ±45º 
with respect to the probe axis (see Jorgensen [16]). Due to the rotational 
symmetry of the sensing element (Bruun [17]), the cylindrical hot-wire probe 
cannot detect negative velocities. Therefore, the location of small recirculation 
regions will be estimated from the Reynolds stresses in the wake downstream of 
the trailing face and over the top face [1]. 
     The uncertainty value of the calibration equipment has been provided by the 
manufacturer and is 1%. The data acquisition is related to A/D board resolution 

Advances in Fluid Mechanics VIII  573

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



which has an uncertainty of 0.13% calculated following Jorgensen [16]. The 
uncertainties related to experimental conditions depend on the ambient 
conditions and the probe positioning. The ambient conditions are measured 
automatically by the equipment. The positioning uncertainty (∆θ) relates to the 
alignment of the probe in the experimental setup after calibration. This value is 
estimated from measurements in the centerline of the channel being 
approximately ∆θ≈2.5º. Finally, the total uncertainty is approximately 2.7%. 
     The volumetric air flow rate was measured by a laminar flow element with a 
total accuracy, including the pressure transducer, of ± 0.87% of the reading. The 
humidity, atmospheric pressure and ambient temperature were recorded in order 
to make corrections. 

2.3 Channel and impinging jet flow conditions 

The features of the oncoming flow in the channel are found upstream of the 
obstacle at a far plane where the flow is unperturbed by the latter. The 
measurements are made for Reynolds numbers close to those used in electronics 
industry applications, namely ReH=3410, 4560, 5752 and 8880 with respect to 
channel height and bulk velocity. The mean velocity and Reynolds stress profiles 
in the channel are measured 120 mm upstream of the front face of the obstacle. A 
typical profile at the centerline of the channel is given in Figure 6. The analysis 
of the velocity and Reynolds stresses shows that the channel flow is under 
development. In the case of the impinging jet it is impossible to measure the 
velocity profile at the jet inlet with the hot wire because the probe introduced in 
the tube alters the flow stream. 
 

0.

0.5

1.

1.5

0. 0.5 1. 1.5 2.
y/L

U/Um

 

Figure 6: Profile of the dimensionless streamwise velocity and Reynolds 
stresses in the normal direction at x/L=-8 at z/L=0 for ReH=8880. 

3 Test procedure 

Hot wire measurements were performed in different planes x/L, y/L and z/L (see 
Table 1) for the wake, top and side regions around of the obstacle respectively. 
     The planes are chosen in such a way the measurements can be taken as close 
as possible to the obstacle and it was able to locate the hot wire probe. The flow 
and turbulence fields have been built from measurements obtained in a large 
number of points. The employed spatial resolution in the y-axis direction has 
been 1 mm. The combination of the resolution, the measuring planes and the 
Reynolds numbers produces 6360 points where mean velocity, Reynolds stresses 

574  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



and higher order moments in x and y directions were measured. These values are 
the average of 5000 samples taken at a frequency of 1 kHz. The impinging jet 
measurements are taken in the central plane z/L=0. It is important to highlight 
that due to the hot wire probe diameter (3mm) it is impossible to measure in the 
near-wall region. It is one of the main limitations in employing this intrusive 
technique. 

Table 1:  Measurement plane positions. 

Wake (z/L)=0 
x/L 

Upper (z/L)=0 
x/L 

Side (x/L)=0.5 
z/L 

1.1 
1.5 
2 
3 
5 

0 
0.25 
0.5 

0.75 
1 

0.9 
1 

1.5 
2 

2.5 
3 

4 Results and discussion 

4.1 Case 1 

The first experimental study is about the flow field around a prismatic obstacle 
mounted on the wall of the flow channel. In this study all components have 
constant width and length L=H/2=15 mm but different height (h) namely 5, 10, 
15 mm. The aim of this study is to determine the influence of the height of the 
obstacle and the Reynolds number on the flow structure around the component. 
The flow separation on the sides of the obstacle and the reattachment point 
downstream from the trailing face zones have been studied in this case. 

4.1.1 Wake of the obstacle 
The mean flow pattern in the wake recirculation region is dominated by an arc-
shaped vortex as shown in Figure 1. This vortex was produced by separation of 
the shear layer at the top trailing edge and reattached downstream of the trailing 
face. In this situation it is possible to obtain the reattachment point and hence the 
recirculation length to characterize the wake. The mean velocity (U/Um) and 
Reynolds normal stress (urms

2/Um
2) profiles are given several y/L locations in the 

symmetry plane z/L=0 in Figures 7 and 8 respectively. 
     The reattachment length depends on the interaction between the shear layer 
released at the trailing edge of the component and the main stream. The bulk 
flow forces the shear layer to reattach at the floor of the channel downstream of 
the back face. Normally, the reattachment point is found where the negative 
velocities disappear in the wake. The reattachment point can be estimated in the 
region that the Reynolds stresses present maximum values (e.g. Figure 8) and the 
velocity profile stabilizes [1]. This parameter is important because the 
recirculation in the wake is located between the reattachment point and the 
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Figure 7: U/Um at z/L=0, h=10mm, 
ReH=8880. 

Figure 8: urms
2/Um

2 at z/L=0, 
h=10mm, ReH=8880. 

 

Figure 9: Length of reattachment 
as function of h/L and 
ReH. 

Figure 10: U/Um for different 
Reynolds numbers for 
h=10mm at x/L=1.5. 

 

 

Figure 11: U/Um for different component heights at x/L=1.5 and ReH=8880. 

trailing face and it is limited in the vertical plane by the shear layer. The region 
of maximum values depends of the obstacle height and occurs approximately at 
y/h= 0.9-1.2. The normalized reattachment length (LRD/L) is plotted as a function 
of the aspect ratio (h/L) and Reynolds number in Figure 9, where it can be seen 
that as the value of h/L increases the reattachment length shows almost no 
change with the Reynolds number. In the case of components with low height, 
the Reynolds number has a major influence in the reattachment length (Figures 
10 and 11 show this fact). 

4.1.2 Top face of the obstacle 
The top face is characterized by a bound vortex in the vicinity of the leading 
edge. Figure 1 shows this vortex type. A shear layer appears due to the flow 
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detachment at the leading edge of the component. The flow reattaches almost at 
the trailing edge and it is possible to identify the point of reattachment because in 
this region are found the maximum values of the Reynolds stress, given in Figure 
13. In the case of height 5 mm this point is almost undetectable, although it 
occurs at the same location. The central zone of the upper recirculation is 
observed over the top face at x/L=0.5 plane where the velocities are minimum for 
the three obstacles used, see Figure 12. The normal Reynolds Stress profiles 
show maxima approximately at y/h=1-1.2, which coincides with areas of local 
production of turbulence for the three heights caused by the reattach of the 
flow.The influence of Reynolds number and component height on the velocity 
profile is shown in Figures 14 and 15 respectively. The Reynolds number does 
not have a significant influence on the flow near the top of the component. 
However, the increase of height causes a variation in the flow structure. 
 

 

Figure 12: U/Um in the top of the 
obstacle at z/L=0, 
h=10mm, Re=5752. 

Figure 13: urms
2/Um

2 in the top of 
the obstacle at z/L=0, 
h=10mm, Re=5752. 

y/
L

 

Figure 14: U/Um for different 
Reynolds numbers at 
x/L=0.75 and h=10mm. 

Figure 15: U/Um for different 
component heights at 
x/L=0.75 and 
Re=3410. 
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Figure 16: Contours of the U/Um for the component h=5, 10 and 15 mm 
respectively at z/L=0 and Re=5752. 

Figure 17: Contours of the urms
2/Um

2 for the component h=5, 10 and 15 mm 
respectively at z/L=0 and Re=5752. 

     Figures 16 and 17 depict the velocity and normal Reynolds stress contours for 
the three component heights built from measurements. These pictures show the 
shear layer shedding at the leading edge and the approximate reattachment point 
in the wake. 

4.1.3 Side of the obstacle 
The flow at both sides of the obstacle is dominated by a side vortex close to the 
leading edge, confined by the main stream and the obstacle. An important 
parameter is the lateral separation (Zs) which allows establishing the zone 
perturbed by the horseshoe vortex. This vortex appears due to the impact of the 
flow with the front face of the obstacle. The velocity and Reynolds stress profiles 
for the lateral region are given in Figures 18 and 19 respectively. In Figure 20 
the influence of the component height on the velocity profile is shown, and this 
influence is significant because a larger height increases both the blockage and 
the separation of the flow, causing decrease in the velocity on the sides of the  
 

578  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



 

 

Figure 18: U/Um in the side at 
plane x/L=0.5, h=15mm 
and Re=8880. 

Figure 19: Of urms
2/Um

2 in the side 
at x/L=0.5, h=15mm and 
Re=8880. 

y/
L

 

Figure 20: U/Um for different 
component heights at 
x/L=0.5, z/L=0.6 and 
Re=3410. 

Figure 21: U/Um for different 
Reynolds numbers for 
h=15mm at x/L=0.5, 
y/L=0.6. 

 

 
Figure 22: U/Um at the lateral face 

at x/L=0.5, h=15mm 
and Re=8880. 

Figure 23: Reynolds stresses at 
x/L=0.5, h=15 and 
Re=8880. 

 

 

Figure 24: Length of the spanwise separation as function of h/L. 
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component. The Reynolds number almost shows no effect on the velocity profile 
in the side, see Figure 21. 
     The lateral separation is found from measurements of the mean velocities and 
normal Reynolds stresses given in Figures 22 and 23 respectively for six 
spanwise planes. The Reynolds stress profiles show their maximum values in the 
vicinity of the obstacle wall, at approximately y/h=0.9 for the three obstacle 
heights. The estimation of this separation is found from the point at which the 
velocity profile is uniform and the Reynolds stress profile decreases and almost 
remains at the same value. In Figures 22 and 23 the profiles keep a stable value 
from the broken line and the distance to this point coincides with the length of 
the lateral separation. 
     In Figure 24 the normalized spanwise separation length (Zs/L) is plotted as a 
function of the aspect ratio and the Reynolds numbers. It can be seen that the 
lateral separation length increases with the increasing obstacle height. The curves 
for all Reynolds numbers are almost superimposed indicating that the latter does 
not have a significant influence on the lateral separation. 

4.1.4 Comparison with the literature 
The single component in the cross flow case discussed in this study differed in 
several aspects from the case of Martinuzzi and Tropea [6]. The component in 
the present study is placed in a developing turbulent channel using different 
Reynolds numbers, while Martinuzzi and Tropea considered a fully developed 
channel flow for a Reynolds number which is almost one order of magnitude 
higher ReH=80000. However, the channel-height-to-cube-size ratio was equal in 
both studies (H/h=2). 
     The present study has found a reattachment flow on the top face of the 
component that was absent in the fully developed case [7]. Further, the flow 
reattachment at the channel floor downstream from the component occurs at a 
larger distance away from the trailing face than in the fully developed channel 
flow. 
     Profiles of the mean velocity U/Umax are compared in Figure 25 with the 
results from Martinuzzi and Tropea. The coordinate is scaled with the 
component width. The differences in the proximity of the component face are 
caused by use of the hot wire. The agreement in the other regions is good. 
 

Figure 25: Comparison between the present study and the literature result: 
traverses of U/Umax in the z/L=0 and x/L=0.5. 

580  Advances in Fluid Mechanics VIII

 
 www.witpress.com, ISSN 1743-3533 (on-line) 
WIT Transactions on Engineering Sciences, Vol 69, © 2010 WIT Press



4.2 Case 2 

The second experimental case is the study of the flow around a wall-mounted 
component in a cross-flow adding an impinging jet. This configuration 
represents a simplified case of an electronics cooling device. The sketch of the 
flow under consideration is shown in Figure 26. It consists of two fluid streams: 
the first is a channel flow over a single wall-mounted cube, and the second is a 
round jet impinging perpendicular and centred on the cube. The Reynolds 
number of the channel flow is ReH = 3410, based on its bulk velocity Um = 1.66 
m/s and the channel height 2h = 30 mm. The Reynolds number of the impinging 
jet is Rej = 3936, based on its bulk velocity Uj = 4.79 m/s. These Reynolds 
numbers and velocity ratios correspond roughly to real electronics cooling 
systems. The obstacles employed have equal width, length and height (L=h=15 
mm). 
 

Figure 26: Sketch of the experimental setup and measurements xy-planes. 
 

 

Figure 27: Contours of the U/Uj
2 in 

the xy-plane, z/L=0. 
Figure 28: Contours of the urms

2/Uj
2 

in the xy-plane, z/L=0. 

     The velocity field is illustrated by contour plots of the velocity and Reynolds 
stress in the xy-plane at the centre of the channel (see Figures 27 and 28) 
obtained from measurements. The flow field shows a complex behaviour and 
there are several flow-related phenomena that can affect the cooling 
performance, for example the position of the stagnation point on top of the 
component and the separation of the flow at the trailing edge of the component. 
     The cross-flow affects to the impinging jet and the separation from the top of 
the cube. The impinging jet creates a downstream flow with a zone of the 
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Reynolds stress that is high (approximately at y/h=0.9) due to the shear layer and 
vortex shedding in the impingement process. The recirculation is almost not 
detected in the region behind the rear side of the cube due the low values 
employed for the Reynolds number. The stagnation region over the top face is 
detected where the velocity values and the Reynolds stresses are almost 
insignificant. 
     The cross-flow affects to the impinging jet and the separation from the top of 
the cube. Downstream the impinging jet creates a zone of high Reynolds stress 
approximately at y/h=0.9 due to the shear layer and vortex shedding in the 
impingement process. Due to the low value of the Reynolds number, the 
recirculation in the region behind the trailing face of the obstacle is difficult to 
detect. The stagnation region over the top face is detected where the velocity 
values and the Reynolds stresses are very low. 
     Figure 29 shows the normalized x-velocity component (U/Uj) as a function of 
the vertical distance (y/h). Each diagram represents different locations in the x-
direction at z/h=0. The first diagram corresponds to the zone where the flow is 
accelerated by the impact of the jet on the top of the component. This result is in 
agreement with the experimental study of Tummers et al. [18]. The region where 
the flow is accelerated have almost identical values due to the interaction of the 
shear layer (see second diagram in Figure 29). 
 

Figure 29: x-velocity components 
(U/Uj) in the xy-plane, 
z/h=0. 

Figure 30: Reynolds stress (urms
2/Uj

2) 
in the xy-plane, z/h=0. 

     Figure 30 shows the normalized Reynolds stress (urms
2/Uj

2) as a function of 
the vertical distance (y/h) at the centreline. The Reynolds stresses at x/h=1 show 
a maximum value over the top face. This zone corresponds with the interaction 
between the impinging jet flow and the top face of the obstacle (see the first 
diagram in Figure 30). The maximum value of Reynolds stresses is found 
approximately at x/h=1.5 and y/h=0.9 (see the second diagram in Figure 30) 
which indicates where there exists a maximum production of urms

2/Uj
2. This 

occurs as a result of the interaction between the shear layer released by the 
impinging jet over the top face and the cross flow in the wake downstream of the 
trailing face. 
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5 Conclusions 

The flow around an obstacle with different heights (h=5, 10 and 15 mm) was 
studied experimentally employing several Reynolds numbers. This study has 
shown that for high height the reattachment length downstream of the trailing 
face remains almost unchanged for the Reynolds numbers. However, for small 
height the Reynolds numbers has a high influence on the LRD, in this case when 
the Reynolds numbers decrease the reattachment length increase. For the studied 
obstacle heights, points which have the maximum values of Reynolds stresses 
exit in the wake and top of the obstacle, their positions are a function of the 
obstacle height. In the case of the wake, these points are located at y=1.2 of the 
channel floor downstream of the trailing face. At the top face of the component it 
appears approximately 0.2h above this face. 
     The lateral separation length increases with the obstacle height. The Reynolds 
number has no influence on the lateral separation. The normal Reynolds stresses 
show their maximum values close to the side faces, approximately 0.9h above 
the channel floor where the highest turbulence production was found, due to the 
shear layer interaction.  
     In the case of impinging jet and cross flow combination the measurements 
indicate the presence of a stagnation point at the centre of the top face of the 
obstacle and regions of turbulence production downstream of the trailing face. 
The downstream region of the trailing face have high Reynolds stresses at 
approximately x/h=1.5 and y/h=0.9. This region corresponds to the maximum 
turbulence production due to the shear layer and vortex shedding. These 
observations agree with those found in other studies. 
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