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Preface to the Second Edition

Roughly 10 years ago the first edition of this book was published. Since then a lot
of the material of this book has been used for lectures at the University of Stuttgart,
for Bachelor- and Master-Thesis work and for research.

I am happy about all the positive responses to this book during the past years
from my students and researchers all over the world. For this edition, the chapters
have been updated and extended, where necessary. In addition, Appendix E has
been added. Here the reader can find short solutions to the problems given at the
end of each chapter.

In the web page www.uni-stuttgart.de/itlr/Analytical-Methods the reader can
find additional material for the book. Here, also a solution manual for the problems
given in the book is provided. The Login and Password for this web page is

Login: Analytical-Methods
Password: methods1000

I would like to thank Kathrin Eisenschmidt and Dr. Hassan Gomaa for the
helpful discussions of the second edition of this book. In addition, I would like to
thank Christian Biegger for helping me with some of the figures.

Finally, T would like to express my thanks to Springer Press for the very good
cooperation during the preparation of this manuscript.

Filderstadt, January 2015 Bernhard Weigand
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Preface to the First Edition

Partial differential equations are the basis for nearly all technical processes in heat
transfer and fluid mechanics. In my lectures over the past 7 years I became aware
of the fact that a lot of the students studying mechanical or aerospace engineering
and also a lot of the engineers in industry today focus more and more on numerical
methods for solving these partial differential equations. Analytical methods, taught
in undergraduate mathematics, in thermodynamics and fluid mechanics, are quickly
discarded, because most people believe that almost all problems, appearing in real
applications, can easily be solved by numerical methods. In addition, most of the
examples shown in basic lectures are so simple that the students develop the
impression that analytical methods are inappropriate for more complicated realistic
technical problems.

It was exactly the above described mindset that inspired me several years ago to
give lectures on analytical methods for heat and mass transfer problems. The basic
idea of these lectures is to show some selected analytical methods and to explain
their application to more complicated problems, which are technically relevant. Of
course, this means that some of the standard analytical methods might not be
discussed in these lectures and are also not present in this book (for example,
integral transforms). On the other hand, it can be shown that the analytical methods
discussed here are applicable to interesting problems and the student or engineer
learns how to solve useful technical problems analytically.

This means that the main intent of this book is to show the usefulness of
analytical methods, in a world, which focuses more and more on numerical
methods. Of course, there is no doubt that the knowledge of numerical solution
methods is very important and there is a big chance in using numerical tools to gain
inside into flow physics and heat transfer characteristics. However, numerical
methods are always dependent on grid quality and grid size and also on a lot of
implementation features. Analytical methods can be used to validate and improve
numerical methods. So the engineer might simplify a problem up to the extent that
he can obtain an analytical solution. This analytical solution might be used later to
check and to improve the numerical solution for the full problem without any
simplifications.
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X Preface to the First Edition

This book has been written for graduate students and engineers. The mathe-
matics needed to understand the solution approach is developed mostly during the
actual solution of the problem under consideration. This means that the book
includes only few proofs. The reader is referred in these situations to other books
for these more basic mathematical considerations. This approach has been taken in
order to keep the focus of the book on the solution method itself and not to disrupt
the analysis of the technical problem.

The book is structured into six chapters. Chapter 1 provides a short introduction
to the topic.

Chapter 2 provides an introduction to the solution of linear partial differential
equations. After discussing the classification and the character of the solutions of
second-order partial differential equations, the method of separation of variables is
discussed in detail.

Chapter 3 is concerned with the solution of thermal entrance problems for pipe
and channel flows. This means that solutions of the energy equation are considered
for a hydrodynamically fully developed velocity profile. These problems lead to the
solution of Sturm-Liouville eigenvalue problems, which are discussed for laminar
and turbulent flows and for different wall boundary conditions. For the problems
considered in Chap. 3, axial heat conduction within the flow can be ignored,
because the Peclet number in the flow is sufficiently large. This means that the
problems under consideration are parabolic in nature. Because such eigenvalue
problems normally cannot be solved analytically, a numerical procedure is dis-
cussed on how to solve them. In Appendix C, this numerical solution method is
explained in detail and the reader is provided links to an Internet page containing
several source codes and executables.

Chapter 4 explains analytical solution methods for Sturm-Liouville eigenvalue
problems for large eigenvalues. Here the focus is to explain an asymptotic analysis
for a complicated problem, which is technically relevant. This chapter also provides
comparisons between numerically and analytically predicted eigenvalues and
constants. These comparisons show the usefulness of the analytical solution.
Furthermore, it is explained how the method can be used for related problems.

In Chapter 5 the heat transfer in pipe and channel flows for small Peclet numbers
is considered. In contrast to the problems discussed in Chaps. 3 and 4, the axial heat
conduction in the fluid cannot be ignored. This leads to elliptic problems. A method
is presented, which gives rise to solutions that are as simple as the ones presented in
Chap. 3. The extension of this method to more complicated problems, for example,
for the heat transfer in hydrodynamically fully developed duct flows with a heated
zone of finite length, is also explained.

Chapter 6 is devoted finally to the solution of nonlinear partial differential
equations. The idea behind this chapter was to provide a short overview of different
solution methods for nonlinear partial differential equations. However, the main
focus is on the derivation of similarity solutions. Here, different solution methods
are explained. These are the method of dimensional analysis, group-theory meth-
ods, and the method of the free parameter. The methods are demonstrated for a



Preface to the First Edition xi

simple heat conduction problem as well as for complicated boundary layer
problems.

Many people helped me in all phases of the preparation of this book. I am very
grateful for many helpful discussions with my colleague Prof. Jens von Wolfersdorf
concerning all aspects of the analytical solution methods. I also thank very much
Martin Stricker and Marco Schiiler who helped me with the figures. Many thanks
also go to Dr. Grazia Lamanna for the helpful discussions and her support in
finishing this book. Also, I would like to thank Karl Straub very much for reading
the manuscript.

I kindly acknowledge the permission from ASME for reprinting Figs. 1.2 and
1.3 and from ELSEVIER for reprinting Figs. 3.7, 3.13-3.15, 5.1, 5.9-5.13, 5.18,
5.19 and 5.25 in this book. I also kindly acknowledge the permission from
IMECHE for reprinting Fig. 3.12, from KLUWER for reprinting Figs. 5.3 and 5.4,
B2-B7 and from SPRINGER for reprinting Figs. 3.8, 3.9, 3.17-3.19 in this book.
The reference of the paper, where the figures have originally been published, is
always included in the individual figure legend.

Finally, I am very grateful for the very good cooperation with Springer Press
during the preparation of this manuscript.

Filderstadt, April 2004 Bernhard Weigand
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Chapter 1
Introduction

Fluid flow and heat transfer problems are present in all of our daily life. For
example, if we walk along a river and look at the water flowing with high speed
over the river-bed, we actually observe a fluid mechanics problem. If we put some
sugar into our coffee and stir it, we are faced with a complicated heat and mass
transfer problem. In particular, convective heat transfer problems are present
everywhere in our world. Most of the problems encountered in fluid mechanics or
heat transfer are described by partialdifferential equations. One good example of
such equations are the Navier-Stokes equations and the energy equation for an
incompressible flow with constant fluid properties. If we consider a three-dimen-
sional, steady-state problem, these equations read

Oou Ou ou op 0 u 62
- - ) =fF - 1.1
p(u8x+vay+waz) ! 8x+'u(8x2 > (L1)
O Ov O Op PFv Pv &
AN ) =F, -2 — 1.2
”(“ax”aﬁwaz) By ™ <82 z) (1-2)
ua—w+v8—w+wa—w = _8_p+ 82w 82W 62 (1.3)
P\ Ty TVa ) T T T e T '
or ~ or 9T PT T 0T
— 0] 14
pc<u8x+v8y+waz> K D”+k(82 8y2+8z ) (14)
where @p;; denotes the dissipation function in the energy equation. This function is
given by
® 23u+0v2+6_w2+ o, ony®
e dy 0z ax "y L5)
L (v 0N (o ow)? '
dy Oz 0z Ox
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2 1 Introduction

This set of equations is closed by adding the mass continuity equation for an
incompressible flow

Ou 0Ov Ow
6’x+8y+ oz (1.6)

In the above equations, x, y, z denote the cartesian coordinates, p indicates the
pressure, T the temperature, F, Fy and F; are forces, and u, v, w are the velocity
components in the x-, y- and z-direction, respectively.

From the above equations it can be seen that fluid flow and heat transfer problems
are described by a set of partial differential equations. In general, these complicated
differential equations can only be solved numerically. However, analytical solutions
for fluid mechanics or heat transfer problems can still play an important role in science
and in engineering, even in the current age of super-computers. This is because
analytical solutions have the big advantage of showing directly which parameters
influence the solution. This is illustrated by the following short example (see Fig. 1.1).
We are interested in the answer to the question on how a periodic change of the surface
temperature of the earth will influence the temperature in the soil. Here, we are
primarily interested in the behavior for increasing x, i.e. the distance from the surface,
and growing values of time. Since we are only interested in the temperature change in
the radial direction, we can approximate the earth as a semi-infinite body. In addition,
we might use a cartesian coordinate system to describe this problem, because the
radius of curvature of the earth is very large compared to all other dimensions.

If we write down the energy equation for this problem and if we consider
the physical properties of the body to be constant, the energy equation can be
simplified to

2 2 2
or k(aT o°T 8T) (17)

Py =M toar taz

Furthermore, the heat conduction in the y- and z-direction can be neglected com-
pared to the heat conduction in the x-direction. If we do so, we obtain

Fig. 1.1 Semi-infinite body T — r-[\1 COS ( Ot— 8)

with a periodically changing
surface temperature

X

semi-infinite body
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or 0T k
E—LIW, Q—E (18)

The boundary conditions for this problem are given by
x=0: T =T cos(wt—¢) (1.9)
t=0:T=Ty); x>0 (1.10)

where Ty is the constant initial temperature of the solid body and w and ¢ are given
constants. The solution of this problem is (see Carslaw and Jaeger 1992)

n/v2t
®:e’”cos(‘r—n—s)—i-i / cos r—n—z—s e dp (1.11)
vV 2u2 '
0

with the dimensionless quantities

T—TO w
O=—— = wt =X/ 1.12
0 mon n=x/5 (112)

From the above given analytical solution (1.11), one sees very clearly that the
solution consists of two parts. The second part of Eq. (1.11) determines the
behavior of the solution for short times

n/V2t
® —i/ cos T—n—z—s e d (1.13)
RV 22 8 '

0

For a fixed value of x (y = const.), this part of the solution tends to zero with
increasing time, as it can be seen from the upper boundary of the integral.

The first part of the solution (1.11) is a periodic part, which is multiplied by an
exponential-function

Op =ecos(t—n—¢) (1.14)

From this part of the solution, we can see that the amplitude of the oscillation of the
surface temperature decreases with increasing values of #. Additionally, one can
notice that the maximum of the oscillation appears at different depths of the material
with a time delay. Furthermore, it can be seen that the solution for ® only depends
on the following dimensionless quantities:

T = ot (1.15)
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n=x|— (1.16)

In this context, it is of special interest to have a closer look on the variable #. If

v o/(2a) is large (which means: o is large or a = k/(pc) is very small, for
example because of a low heat conducting material), # will be large even for small
values of x. This means that the temperature wave will be damped out very fast.

The behavior of the solution (1.11) is demonstrated for one example. We con-
sider the case ¢ = 0. The complete solution is depicted in Fig. 1.2. It can be seen
from Fig. 1.2 that the maximum temperature appears at different times for
increasing values of #. In addition, it is clear from Fig. 1.2 that the solution satisfies
the initial condition that ® = 0 for 7 = 0 inside the solid body (i.e. # > 0). Figure 1.3
shows only the first part of the solution ®p. As stated before, it can be seen that ®p
is a very good approximation of the complete solution of the problem for larger
times. For t > 0.1 the complete solution is nicely approximated.

This also shows that, for some problems, it might suffice to determine the
solution ®p but not the full solution of the problem. This sort of solution can be
determined very easily also for more complicated variations of the surface tem-
perature (see for example Myers 1987 or Carslaw and Jaeger 1992). One example is
depicted in Fig. 1.4, which shows the annual oscillation of the temperature in the
soil in Alaska at various depths. The figure shows nicely how the minimum tem-
perature at a certain depth in the soil gets shifted to different times. In addition it can
be seen how the amplitude of the temperature oscillation decreases with increasing
depth. This leads to the interesting fact, that at certain times in the year the tem-
perature stratification in the soil can get reversed.

The examples discussed above show clearly the power of the analytical methods.
The analytical solution shows clearly the dependence of the solution on the
dimensional quantities. Furthermore, short time effects or long time behavior are
clearly visible. Analytical solutions might therefore be derived for strongly sim-
plified problems, before a numerical solution is carried out. The simplified model
can then be used to understand the basic physical phenomena and behavior of the

Fig. 1.2 Temperature ®
distribution for ¢ =0 as a | n=0
function of # and 7 (Burow n=0.2
and Weigand 1990) 10 1 n=04
n=08
n=12
n=2.0
05
0
-5 4220

. . — T
0 01 0.2 0325,
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Fig. 1.3 Temperature distribution ®p for ¢ = 0 as a function of # and 7 (Burow and Weigand 1990)
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Fig. 1.4 Annual oscillation of the soil temperature in Alaska at different depths (Zhang et al. 1991)

problem. Additionally, analytical solutions can be used for validating the numerical
calculations and proving that all the settings, e.g. grid quality, meshing technique,
numerical scheme and so on, are adequate for the considered problem. This is
especially important for nonlinear problems, where grid size and grid quality might
play a very important role for the final accuracy obtained by the numerical method.

In a next step, we want to address the question on how to classify the partial
differential equations (PDE). In general, partial differential equations are classified
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by their order and by the fact that they are linear, quasilinear or nonlinear (the
classification of second order linear partial differential equations is discussed in
detail in Chap. 2).

An example of a linear second-order partial differential equation is the energy
equation describing the heat conduction within a solid body, which has constant
physical properties

pc (1.17)

g—k &+&+62_T
o \ox2 0y2 022

Another example of a linear second-order partial differential equation is the
potential flow equation. Here we are considering an incompressible, irrotational
flow with velocity components « and v. The velocity components are related to the
velocity potential ® by

od oo
= = 1.18
= = (118)
From mass continuity, one obtains the following partial differential equation for the

function @

PDd PP
a2t g =0 (1.19)

In contrast to the above given equations, the partial differential equation, which
describes the flow of a compressible inviscid flow, is a nonlinear second-order
partial differential equation

OD\* ,\ 0 _9DID O’ oD\ ,\ 0’0
9OV L2 L0 02000 | [(ODY_ 2 TP (120
<<ax> C) o2 T ox 8y8x8y+<<8y) o (1.20)

where ¢ denotes the speed of sound. Another example of a nonlinear partial dif-
ferential equation is the energy equation describing the one-dimensional transient
heat conduction within a solid body whose thermal conductivity is a function of
temperature. Additionally, an energy source term is incorporated in the material

pc% = 6% (k(T) %) + Gi(x) (1.21)

Summarizing, one can say that the order of a partial differential equation is given by the
highest-ordered partial derivative appearing in the equation. A partial differential
equation is called linear if it is linear in the unknown function and all its derivatives, i.e.
the multiplying coefficients depend only on the independent variables. If the equation is
linear in the highest-order derivative, it is called quasilinear. The Navier-Stokes
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equations are a good example of quasilinear equations. If the nonlinearity appears also
in the highest-order derivative, it is called a nonlinear partial differential equation.
Finally, it should be noted that the equation is called non-homogeneous, if it contains
one term which is only a function of the independent variables, otherwise it is called
homogeneous. Equation (1.21) is a non-homogeneous equation, because it contains a
heat source which is a function of x. On the other hand Egs. (1.17), (1.19) and (1.20) are
homogeneous equations.

The striking advantage in dealing with linear partial differential equations is that
the final solution can be constructed by using the superposition method. This means
that we can superimpose a number of solutions of much simpler problems to finally
obtain the solution of a complicated problem. This is illustrated by the following
simple example.

We consider the heat conduction within a quadratic flat plate which has the
dimensions L in the x- and y-direction. The region contains a heat source and
the four boundaries are kept at different temperatures. The physical properties of the
material are considered constant. The problem is then described by the following
sketch and equations:

YA

®=g3(x) 2 )
. 79,201
0= g()/’) AO = f(x O=g(y) G(X’O):gl(x)
! =f(x,y) % 8y O(L.y) = 8,(3)
O(x, L) = g;(x)
0(0,y)=g,(y)

X
O=gx L
Since the problem under consideration is described by a second-order linear

partial differential equation, the solution can be obtained by superimposing the
solutions of the following five simpler problems:

Y4 0,=0 _
L 7O, = £(x,y)
7 0,(x,0)=0
=0 1 pe,=fy |70 ©,(L,y)=0
0,(x,L)=0
> ©,00,y)=0
e,=0 L X
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YA 0,=0
. A®, =0
1 o 0 0,(x,0) = g(x)
0,=0 A©,=0 |27 0,(L,y)=0
0,(x,L)=0
» @2(0,)}):0
\QZ:gl(X) L X
+
YA 0,=0
. P A©O, =0
A 0,(x,00=0
= O;=g,(y)
©,=0 A0, =0 3= 820 0,(L,y)=g,(y)
0,(x,L)=0
> 0,(0,y)=0
0,=0 L X
+
YA 0, =g,(x)
X AO, =0
- 0,(x0)=0
©,=0 A©, =0 9.=0 0,(L.y)=0
0,(x,L)=g;(x)
R ©,0,y)=0
©,=0 L X
YA +o _
L 95_0 A@5=0
0,(x,00=0
@5:g4(}’) A®5:0 65:0 @5(1«)’):0
O,(x,L)=0
_ 0,00,y)=g,(»)
X
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After solving the above given individual problems, we know the solutions
®), O,, O3, ©4and Os. The solution of the original problem can then be obtained
by simply adding all the solutions of the five sub-problems

O = 25: o, (1.22)

i=1

This can be visualized by looking at the individual equations and the related
boundary conditions. Adding up the five individual partial differential equations
results in

82(®1+®2+®3+®4+®5) 82(®1+®2+®3+®4+®5)
o2 + ayz :f(xay)

(1.23)

By adding up the boundary conditions of the individual problems, the boundary
conditions of the original problem will be obtained.

This example shows clearly how powerful the superposition method is.
Furthermore, the superposition method makes linear partial differential equations so
much easier to solve than nonlinear partial differential equations, where the
superposition approach fails.

Problems

1-1 State for each of the following partial differential equations if it is linear,
quasilinear or nonlinear. In addition, state if the equation is homogeneous or
non-homogeneous and give its order:

or_ o
PCox ~ Oy?
PT 0T
W+8—yziﬂx’y>

%4_@4_3 341/[ +3l/l
oxt oyt

ooy ox Y

u
2@+lnu = 3(x2—|—y2)

ou, o
a2 Vox

:ey
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Consider the steady-state temperature distribution in a quadratic plate. The
problem is given by

2’0 9’0
— t === 0
ox:  0y?
with the boundary conditions
©(0,5) =0
O(1,y) = sin(xy)
0(x,0)=0
O(x,1) = sin(3nx)

(a) Use the superposition method to solve this problem. Split therefore the
problem in two different problems (one which includes only the non-
homogeneous boundary condition ®;(1,y) = sin(ny) and one including
the condition with ®,(%, 1) = sin(37X)).

(b) By adding the equations and boundary conditions of the two problems
®; + O,, show that the original problem is obtained.

(c) Show by inserting, that the two problems have the solutions:

sinh(7x) . , _

e, = )
'™ sinh(n) sin(n5)
__sinh(37y) . .
~ sinh(37) sin(37%)

(d) Show by insertion that ® = ®; 4 O, satisfies the original problem.

An engineer wants to calculate the temperature distribution in a triangular
plate with the dimensionless side length 1, which is shown in the following
figure.

-
b
>
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The dimensionless steady-state temperature distribution is given by the energy
equation

2’0 9’0

@ g 0

The dimensionless temperature takes the following values on the three sides of
the triangle

0: 0=y,
0: 0 =73, 0<y<l
1-%: O@=%x—%+1

=l =t
Il

Because the engineer can’t find a solution to this problem in his standard text
books, he has the following idea: He wants to calculate the steady-state
temperature in the following rectangular region.

YA
0,=%+1
1
0, =y 0,=y+1
o,=% 1 £

He thinks that when he is just using the temperature distribution in the lower
triangular region, he will obtain the temperature distribution he is looking for.

(a) Solve the temperature distribution in the rectangular region by using the
expression @ = ay + a X + a,y + aszxy. Which values do the constants g;
take?

(b) Predict now the dimensionless temperature distribution on the side y =
1 — X of the triangle and show that the engineer was not right with his
assumption.

(c¢) Which additional problem needs the engineer to solve in order to solve
the original problem?

(d) Use the above given expression for the dimensionless temperature again
to solve the new problem and show that the combined solution fulfills
now all boundary conditions.



Chapter 2
Linear Partial Differential Equations

Several important heat and fluid flow processes in technical applications and in
nature can approximately be described by linear partial differential equations. As
stated in the previous chapter, linear partial differential equations are normally
much simpler to solve than nonlinear partial differential equations. In addition, a
large body of literature exists on how to solve linear PDEs.

The following four chapters focus on the solution of linear partial differential
equations. This chapter is concerned with the classification of second order partial
differential equations and presents a short introduction into the method of separation
of variables. Chapter 3 focuses on convective heat transfer in laminar and turbulent
pipe and channel flows. Here parabolic problems are considered and the general
eigenvalue problems, associated with these equations, are explained. Chapter 4
discusses some specific methods for the analytical solution of eigenvalue problems,
in the case of large eigenvalues. Finally, Chap. 5 deals with convective heat transfer
problems in laminar or turbulent pipe and channel flows for low Peclet numbers
(liquid metals). For this type of applications, the axial heat conduction within the
flow can no longer be ignored and the resulting energy equation remains elliptic in
nature. This has strong implications on the solution method for the energy equation.

2.1 Classification of Second-Order Partial Differential
Equations

In the following, we are concerned with a linear second order partial differential
equation which depends on the two independent variables x and y. The most general
form of the homogeneous equation is given by

o? &*u &u

u
A — +2B —+C — 21
(6,3) 5z + 2Bey) 5 a0+ Cv) 5 (2.1)
D0y 24 By %t Fxy)u =0
X, V) — X, V) =— X, y)u =
) y ax ) y ay y
© Springer-Verlag Berlin Heidelberg 2015 13
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where A,..., F are constants or functions of x and y and are sufficiently differentiable
in the domain of interest.

The form of Eq. (2.1) resembles the quadratic equation of a conic sections in
analytical geometry. The equation

ax* +2bxy+cy’ +dx+ey+f=0 (2.2)

represents an ellipse, parabola or hyperbola depending on whether b’ —ac<,=>0,
respectively.

The classification of the second-order partial differential equation is based on the
fact that Eq. (2.1) can be transformed into a standard form. This is very similar to
the treatment of the quadratic Eq. (2.2) of conic sections in analytical geometry. We
distinguish the following different cases (for the point xo, yo under consideration):

1. BZ(XO,yo) —A(.x07y()) C()Co,yo) >0 (23)

is of hyperbolic type. There exist two real characteristic curves.

2. B*(x0,y0) — A(x0,¥0) C(x0,y0) =0 (2.4)
is of parabolic type. There exists one real characteristic curve.

3. B*(x0,0) — A(x0,Y0) C(x0,y0) <0 (2.5)

is of elliptic type. The two characteristic curves are conjugate complex.
Each of these equations can be transformed into its standard form, if we intro-
duce the following new coordinates into Eq. (2.1)

¢ =<¢(x,y) (2.6)
n=nxy)

Is the equation of hyperbolic type, the standard form is given by

Pu B

9o ﬁ(@mmg%gﬁ (2.7)
If we introduce the new coordinates
E=C+4y (2.8)
n=<¢—n
we obtain an alternative standard form of the hyperbolic equation
2 2
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If the equation is of parabolic type, then the standard form is given by

0%u Ou Ou Pu Ou Ou
— = —, — = —, 2.10
662 f3<é7n’u’8é’a7’l) or 87’]2 ﬁ(évnvuvaé’ar’) ( )
Finally, if the equation is of elliptic type, the standard form of the equation is given by
Pu  Ou <~ Ou 814)
——t== §7~7u7_~7_~ 2.11
where the new coordinates E, n are defined by
~ 1 1
== n==(¢—- 2.12
E=5E+m, =5 (E=n (2.12)

In order to obtain one of the above standard or canonical forms of the equation,
we need to perform the coordinate transformation given by Eq. (2.6). Since we want
the transformed equation to be equivalent to the original equation, we assume that &
and # are twice continuously differentiable and we insist that the Jacobian J # 0

NS

ox 0Oy

on Oy
(fﬁx 0y>
in the region under consideration. By assuming that Eq. (2.13) holds, we have

always a unique transformation between x, y and &, #.
Use of the chain rule gives:

@), (), ) @) @), e
(&), (@),5).0 (). (&),

_oson_0en .

1=  Oxdy Oyox

and also

OPu  Pu (0EN?  _ Pu 8Eon  OPu (On\’
@:a?(&) ”0«36@5%72(5) (2.15)

QL Oxr  On Ox2
Pu PudEdE  OPu (0E0n  OEd
axdy 02 xdy | O&on (587 875)

Pudndn ou 0*¢  Ou Oq

On?oxdy | OEoxdy | Oy oxdy
Pu_ Pu(06\ ) Pudcon  Pu(On)’
N e \dy D Dy dy | O \ Oy

QL Oyr  On dy?
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After inserting the above expressions into Eq. (2.1), one obtains

_ 0%u _ 8%u _ 8%u
A Z 1B il i 2.1
(é,n)aéﬁ (5,17)85a +C(€,11)82 (2.16)
ou u
+D(&,1) 5+E(é 17) +Fu70
with the coefficients
o¢ OEDE 2
A= A<8x> +ZB&a_y+C<8y> (2.17)
& on o&on  O&on o&on
B=As o B(8x8y+8y8x) C oy ay
~ on Onon on
C= A<8x> +233xay+c(ay
0%¢& 0%E 0rE ¢
AW+2366y+C8y2+ a+ 6_)7
2 2 2
E=adl g 00 O, o1, pon

Ox? B Ox0y y2 Ox oy

Now we need to specify our change of variables, expressed by Eq. (2.6), in order to
obtain one of the previously given standard or canonical forms. For example, if we
want to obtain the hyperbolic equation in the form of Eq. (2.7) we have to assume
that A and C are equal to zero. Because these two expressions are identical if we
exchange ¢ and 7, we can achieve the condition A = C = 0, only if ¢ and # are both
solutions of the following equation

oQ oQ\ /00 o0\ >
A(E) +ZB< ><8y>+c<8_y> =0; Q=~¢ory (2.18)

Along a curve Q = const. one has

o) o) d Q /00
dQ:a—dx—l—adzo y_ 92 /9

we obtain from Eqs. (2.18) and (2.19) the following ordinary differential equation

A<iy€) — 2B <Zﬁ) +C=0 (2.20)
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This differential equation can be solved for dy/dx and one obtains the following two
cases:

ZZ (B+\/EZ‘M)/A (2.21)

%: (B— 32—Ac)/A

These two equations are known as the characteristic equations. They prescribe the
functional relationship between the families of curves in the xy-plane for which
& = const. and # = const. This means that a change of variables according to

¢E=filx,y) (2.22)
n=f(xy)

will transform Eq. (2.1) into its standard form. From Eq. (2.21) it is apparent that
there are three cases to be considered:

Case 1 Hyperbolic equation (B> — AC) > 0

The preceding analysis results in a canonical form for the hyperbolic equation. For
this case we have two real characteristics, which can be obtained from the ordinary
differential Eq. (2.21).

Case 2 Elliptic equation (B> — AC) < 0

For this case, one obtains from Eq. (2.21) no real, but two conjugate complex
solutions. Therefore, the elliptic equation has two conjugate complex characteris-
tics. The elliptic case needs not to be recalculated again, because it can be deduced
from the calculation of the hyperbolic case. This can be shown as follows: let us
consider the canonical form

0*u Ou Ou
85817 =h <fﬂ7, u, 8_£’ 5_77) (2.7)

Now, we have two conjugate complex characteristics. Therefore, we can introduce
into the above equation the coordinate transform given by Eq. (2.12)

{=5(E+n) (2.12)

(&—n)

l:)|_l\)lv—‘

n
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Use of the chain rule according to Eq. (2.15) gives

déon 9 Ocon  pion \9&dn  OndE
Pudiof  Ou PE  Ou O

O IEI ' HEDEI ' D DEDM
_@l+ 0%u ( 1+1>+82u1 1(82u+82>
C9E4  plop \ 4i o4 4\p& o

and Eq. (2.7) is transformed into the standard form for the elliptic type, given by
Eq. (2.11)

8214 82 Ou Ou
= = 2.11
8.{ f4<57717 785’87]> ( )

Case 3 Parabolic equation (B> —AC)=0

For this case, it can be seen from Eq. (2.21) that only one family of real charac-
teristics exists. Because of this fact, we can set in Eq. (2.17) for example # = x. Note
that this is only possible if & depends on y, so that the Jacobian, defined by
Eq. (2.13), is not zero. Then we obtain immediately from Eq. (2.17) that C = A
while B is equal to

B=A—=+B= (2.23)

This expression is identical to zero, as it can be deduced from Eq. (2.18) rewritten

as follows—for the case (B> — AC) =
o¢ 9¢ ¢
<8y> n ( B + B ay) 0 (2.24)

o¢ ¢\ (0¢
A 2B
<6x> ~(5) (5:) + %
Finally, the standard or canonical form of the parabolic equation, given by
Eq. (2.10), is obtained if we divide Eq. (2.16) by A.

In order to illustrate the above shown classification, we will investigate some
simple examples:
Example 1 The equation

O%u u  0u

- - i E 2.2
Ox? + Oxdy + Oy? (225)
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is parabolic, because the expression B> —AC =1—1=0. The characteristic
Eq. (2.21) reduces to

d
d% —1 (2.26)
which has the solution
y—x = C (2.27)
If we change the coordinates according to
E=y—x (2.28)

h=x

where 7 has been selected arbitrarily, although always respecting the condition that
the Jacobian, defined in Eq. (2.13), is not equal to zero. Introducing the new
coordinates into Eq. (2.25), we obtain

*u

o =0 (2.29)
This equation has the general solution
w=1nF() +H(&) = xF(y —x) + H(y - %) (2.30)
Example 2 Consider the equation
4 @ _ 4 @ 2 Ou

- —=0 2.31
Yo" 0y? Y ox (231)

From this equation, we obtain B> — AC = x*y* > 0. This shows that Eq. (2.31) is
hyperbolic everywhere except along the coordinate axis (x = 0 or y = 0).

From Eq. (2.21) we obtain the following two ordinary differential equations for
the characteristics

%: (B+\/m>/A—xj:2— C)z (2.32)

and

b _ (f>2 (2.33)
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From the two Egs. (2.32) and (2.33) we calculate the characteristic curves to be:

Y +) =0 (2.34)

W —

(' —x) =Ci;

W —

In order to transform Eq. (2.31) into its standard form, we have to perform the
following coordinate transformation

1

E=30"=x) (2.35)
=30 +5)

Using Egs. (2.14) and (2.15), one obtains

2
—4xty* _6 - 2(xy4 +yx4) @

Ou
2(xy* — ) — 2.36
9%on et (xy y)f)a,7 (2.36)
Ou Ou
B N - e I
yX < X BE +x 311)
and after simplifying and replacing x and y by ¢ and  we finally get
0? 1 1 ou 13E—n0
u 11w 13cmndu_ (2.37)
0é0y 3&E—no¢ 32— E0n
Example 3 We consider the wave equation
>’ L0
——c—=0 2.38
o2~ ow (2:38)

This equation describes for example the one-dimensional propagation of sound in a
pipe. Because B> — AC > 0, the equation is hyperbolic in the region of interest.
The characteristic equations are given by

dt c 1
= 2 - _— __
= (B +VB Ac) /A —=-: (2.39)
and
1
dr _1 (2.40)
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From these two equations we obtain ct + x = C; and —ct + x = C, and we get the
following new coordinates:

E=x+ct (2.41)

n=x—ct

If we introduce this new coordinates into Eq. (2.38), we get the following simple
partial differential equation

8(12;] =0 (2.42)

which has the general solution
(&, n) = Pi(n) +¥2(E) (2.43)

or rewritten in x, ¢ coordinates
DO(x, 1) =W (x —ct) + Pa(x + ct) (2.44)

This shows that the solution of Eq. (2.38) can be expressed as the superposition of
two waves, which travel with constant velocity ¢ into different directions of the
solution domain. This shows also nicely how the information in the problem is
transported by the two real characteristics. The solution obtained here is known in
literature as the d’Alembert solution.

2.2 Character of the Solutions for the Partial Differential
Equations

In the preceding section we have concentrated on the classification of the different
second-order partial differential equations. However, for solving actual physical
problems, it is of great importance to discuss also the character of their solutions as
well as the associated boundary conditions.

2.2.1 Parabolic Second-Order Equations

Let us start our discussion with the parabolic partial differential equation. As stated
before, this equation has one real characteristic. As an example, we look at the heat
conduction equation for a one-dimensional unsteady conduction problem in a slab
(see Fig. 2.1). The slab has the thickness ! and the spatial coordinate ranges from
O<x<l
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Fig. 2.1 Transient heat Boundary
conduction in a slab M ) condition
Boundary P for x=1
condition —> 0 +—
for x=0 — |
> X
\\ Initial condition
o~ for t=0

Assuming that the material properties of the slab are constant, the temperature
distribution in the slab can be obtained from the solution of the following equation
or o*T

The temperature distribution of the slab at the beginning of the process (¢t = 0) is
given. This is the initial condition of the problem

T(0,x) = fi(x) (2.46)

In addition to this initial condition, boundary conditions have to be prescribed at
the surface of the slab for x = 0 and x = /. Here the following different types of
boundary conditions are possible:

e Boundary conditions of the first kind (Dirichlet wall boundary conditions). Here
the temperature at the boundary is specified, for example

T(1,0) = fo(r), T(t,1) =f5(2) (2.47)

e Boundary conditions of the second kind (Neumann conditions). For this type of
boundary conditions the gradient is specified at the boundaries, for example

e Boundary conditions of the third kind. Here a combination of temperature and
temperature gradient is prescribed at the surface. Such boundary conditions are
relatively common in technical systems, since they describe, for example, the
case of a slab which is heated or cooled by a fluid at temperature 7| or 7,
flowing over the boundaries of the slab. A typical example is

or

k<5)x—o = (T (t,0) — Ty), (2.49)
or

k(a) — ha(T(1,1) ~ T2)

where h; and h, are heat transfer coefficients.
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Of course, all the above mentioned boundary conditions can be present in any
possible combination, for example: at x = 0, a constant wall temperature is
prescribed; whereas, at x = [, a boundary condition of the third kind is applied.

Summarising the above discussion, it can be seen that for the parabolic second-
order partial differential equation an initial condition together with boundary
conditions at the surface need to be specified. This means that the temperature at an
arbitrary point P in the domain (see Fig. 2.1) is always influenced by the wall
boundary conditions at x = 0 and x = /. In addition, all disturbances, which are
specified for # = 0, will propagate into the solution domain for all subsequent times.
On the other hand disturbances, which are introduced at a later time ?;, can not
influence the solution for # < #;. This shows nicely the character of the solution,
which depends only on one real characteristic.

2.2.2 Elliptic Second-Order Equations

For the elliptic equation, the characteristic curves are families of conjugate complex
functions. In order to investigate the character of the solutions and the boundary
conditions needed for this type of equations, we select as an example the steady-
state heat conduction in a square plate (0 <x<a, 0<y<a), as shown in Fig. 2.2.

The steady-state temperature distribution is obtained from the solution of the
following equation

T  O°T
—+ == 2.50
Ox? + Oy? (2:50)
For this type of equation, boundary conditions have to be prescribed along each
point of the boundary. We might illustrate this for the here given example. Here
the following different types of boundary conditions can be assigned:

Fig. 2.2 Steady-state heat y A

conduction in a square plate Boundary condition for y=a
Boundary l Ps Boundary condition
condition for x=a
for x=0 —> & <+

a
Boundary condition for y =0
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e Boundary conditions of the first kind (Dirichlet conditions). The temperature is
specified at each point of the boundary

T(x,0) =Ti(x), T(x,a)=Ty(x) (2.51)

e Boundary conditions of the second kind (Neumann conditions). The heat flux
normal to the wall is specified along the boundary.

@T) —AO), (gﬁ)x_a—fz@) (2.52)

e Boundary conditions of the third kind. This might be again a combination of the
normal gradient at the surface and the temperature. One example is:

((5r)  =Aron - &(5) —pran-m) @)

Again, the boundary conditions can be applied as mixed boundary conditions.
From the above examples, it can be seen that for an elliptic equation we have to
deal with a boundary-value problem, whereas for the parabolic equation, we had to
solve a combined initial-boundary value problem. This means that for the elliptic
problem any disturbance, which is brought into the region of interest (for example
by slightly changing one boundary condition), will immediately influence the
solution of the problem at a given point in the domain (see point P in Fig. 2.2).

= fa(T(x,a) — Tu)

y=a

2.2.3 Hyperbolic Second-Order Equations

Hyperbolic partial differential equations mainly appear in vibration and wave

problems. These equations have two real characteristics. The one-dimensional wave

equation for a perfectly flexible string serves here as an example to explain the

character of the solution and the associated boundary conditions (see Fig. 2.3).
The differential equation is given by

Ou 1 0%

gu_1owm_ 2.54
o2 b2 or (2:54)
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Boundary Flexible Boundary
cond%ﬁngcondition
} } > X
0 1

Fig. 2.3 Flexible string

where b is a constant. As shown in the previous section (see Eq. (2.44)), the general
solution of this equation is given by

u(x,1) = Vi(x+br) + Vo(x — br) (2.55)

Therefore, it would be easiest to prescribe boundary conditions for Eq. (2.54) along
two parts of the characteristics intersecting at one point. This would be a complete
initial value problem. However, for most physical problems, this description of the
boundary conditions is not typical. Instead, the following boundary conditions
might be normally applied:

e Boundary conditions of the first kind. Here the deflection of the string at the
location x = 0 and x = [ might be prescribed.

u(0,1) = fi(1),  u(l,1) = fa(1) (2.56)

If the string is fixed at the locations x = 0 and x = [, f; and f, will be zero.

e Boundary conditions of the second kind. Here we will prescribe Ou/0x for x =0
and x = [.

e For the boundary conditions of the third kind, we will specify a combination of
u and Ou/dx for x =0 and x = I.

As for all other types of equations, the boundary conditions can also be applied in a
mixed form.

In addition to the two boundary conditions at x = 0 and x = /, initial conditions
for = 0 have to be specified for the problem. These initial conditions for the finite
string could be that u(x, 0) = f3(x), Ou/0t(x,0) = fa(x).

2.3 Separation of Variables

This section gives an introduction into the method of separation of variables. This
method is one of the most commonly used methods for solving linear partial
differential equations. The method is explained in the following sections by two
basic examples. In the next chapters, more advanced problems are considered.
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5} /.

T (t=0) =T, (x) T=T2
X

Fig. 2.4 Transient heat conduction in a slab

2.3.1 One-Dimensional Transient Heat Conduction in a Slab

We consider the energy equation for heat conduction in a slab. The problem is
depicted in Fig. 2.4. The slab has the thickness ¢ and the length L. At the two
surfaces x = 0 and x = ¢ the slab is subjected to constant temperatures.

Under the assumption that the material properties of the plate are constant, the
energy equation takes the following form

(2.57)

pc

or o*'T  &°T
— =k —+—
ot ox2  Oy?

We now assume that the dimension L is much larger than ¢, so that the heat
conduction in the y-direction is negligible compared to the heat conduction in the x-

direction. Therefore, the problem simplifies to
oT 0T (2.58)
g .
ot ox?

where a = k/(pc) is the thermal diffusivity of the material. Equation (2.57) has to
be solved together with the following boundary conditions

x=0:T=T; (2.59)
x=0:T=T,
and the initial condition
t=0:T=Ty(x) (2.60)

This problem is described by a parabolic equation. This means that one real
characteristic exists for the solution. Before solving the above given problem, we
first introduce the dimensionless quantities

t T—T,
a_’ ®— 1
5 T, - T

x==, i= (2.61)

x
0
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This results in the following problem

00 9’0
— == 2.62
o  Ox? (2:62)
with the boundary conditions
x=0:0=0 (2.63)
xi=1:0=1
1=0:0 = (To(¥) - T1)/(T2 = T1) = Op(¥)

Before applying the method of separation of variables to the Egs. (2.62) and
(2.63), we want to investigate the solution domain, shown in Fig. 2.5. Here the
parabolic nature of the problem is clearly visible. The initial condition for 7 = 0 is
propagated into the solution domain for larger times. Any disturbance introduced
into the problem at 7 = 7; will therefore only influence the solution at subsequent
times. The solution for 7 <7; remains unchanged.

Let us assume that the solution of the problem can be expressed in the form

© = H()G() (2.64)

Introducing Eq. (2.64) into the boundary conditions, results in:

=
Il

0: HDHG(0) 2.65)
| .

0
HHG(1) = 1

=
Il

From this equation we notice immediately that using the expression (2.64) can not
result in a solution to the present problem, because the boundary condition for
X =1 can not be satisfied if H(7) is an arbitrary function of z. Therefore, we
conclude that we first have to make the boundary conditions homogenous, in order
to find a solution with the help of Eq. (2.64). This can be done by splitting the
solution into two parts

® = O5(%) + Or(x, 1) (2.66)

0, (i)\‘

-1

t

t

1
1
1
1
1
1
1
1
1
1
1
1

ry

Fig. 2.5 Solution domain for the transient conduction in the slab
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The steady-state solution ®g is simply a linear distribution and is given by
Os(x) =X (2.67)

Introducing Eq. (2.66) into the Egs. (2.62) and (2.63) results in the following
problem for O

00r 9?0y
1 2.
ot Ox? (2.68)
with the boundary conditions
x=0:0r=0 (2.69)
Xx=1:0r=0
;:0 : @7‘ = @0(56) —@5(;:0) = @0(5() —X

Introducing now again the product of functions, given by Eq. (2.64), we obtain the
boundary conditions

=
I

0:H®HG0)=0 = G(0)
1:H

0 (2.70)
HG(1) =0 = G(1)=0

=
Il

This shows that the expression given by Eq. (2.64) is able to satisfy the two
boundary conditions of the problem. Therefore, this approach promises to be
successful. Introducing Eq. (2.64) into the partial differential Eq. (2.68), one obtains

H'(1)G(x) = G"(x)H(7) (2.71)
By separating the variables, this equation can be rewritten as

H(@) _G'()
i)~ G

(2.72)

The left hand side of this equation is only a function of 7, whereas the right hand
side is only a function of x. Therefore, both sides of the equation must be constant.
This constant is set to Cj.

= = (2.73)

Let us first investigate the differential equation for the function H. This equation
takes the form

S (2.74)
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and can easily been integrated to give
H(7) = Cyexp(Chi) (2.75)

If we have a closer look at this equation, it can be seen that the function H (7) tends
to infinity for 7 — oo if C; > 0. However, this would not lead to a physically
meaningful solution for the problem, because the temperature would tend to infinity
for large times. For C; = 0, Eq. (2.75) results in a constant for H(7) and the time
dependence of the solution would be lost. Therefore, we can conclude that the constant
C, must always be smaller than zero for the problem under consideration. This can be

expressed by replacing the constant by C| = — 2. Then we obtain for the function H

H(i) = Cyexp(—277) (2.76)

For the function G(X), one obtains the following ordinary differential equation from
Eq. (2.73)

G// (i)

=-2 =G+26=0 2.77
G 4 (2.77)

This equation has to be solved together with the homogeneous boundary con-
ditions given by Eq. (2.70). It has the trivial solution G = 0 and will have further
solutions for selected values of 1. These selected values of 4 are called the eigen-
values of Eq. (2.77). The problem given by Eq. (2.77) and associated boundary
conditions, see Eq. (2.70), is called an eigenvalue problem. This sort of problem is
discussed in more detail in Chap. 3. The general solution of Eq. (2.77) is given by

G(X) = Cs3sin(Ax) + C4 cos(Ax) (2.78)
where the solution must satisfy the two boundary conditions
G(0)=0, G(1)=0 (2.79)
From the boundary condition G(0) = 0, it follows that Cy is zero and one obtains
G = C;sin(/X) (2.80)
Now, if we apply the second boundary condition G(1) = 0, we find
0= Cssin(4-1) (2.81)

Equation (2.81) shows that either C5 has to be zero (which would be the trivial solution
of the problem, where G = 0) or that sin(4) has to be zero. The latter is only possible if
A=nn with n=1,23,... (2.82)

These special values of A are the eigenvalues of Eq. (2.77) and are shown in
Fig. 2.6.
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[
n\/‘ﬂ 3n
14

Fig. 2.6 Eigenvalues of the eigenfunction sin(4)

The solution for ® is obtained from the Egs. (2.75) and (2.80) as
Or = Cyexp(—2%1) Cssin(AX) (2.83)
For simplicity, we combine the constants C, and C5 and have
@7 = C sin(2x) exp(—4%) (2.84)

Now we try to fulfill the initial condition using Eq. (2.84). Inserting Eq. (2.84) into
Eq. (2.69) results in

;:OZG)T

©y(¥) — ¥ = Csin(/%) exp(—2°0) (2.85)

From the equation above, one can see that Eq. (2.84) is automatically a solution of
the problem if

Oy(%) =X+ Csin(nnx), n=1,23,... (2.86)

However, from Eq. (2.82) it is clear that there is an infinite number of eigenvalues.
Because the partial differential equation is linear, we use the principle of super-
position to construct the final solution of the problem. This means that the solution
will be given by

[o.¢]
Or = Z C, sin(/,X) exp(—27) (2.87)
n=1
This solution has to fulfil the initial condition. Inserting Eq. (2.87) into Eq. (2.69)
results in

Oy(¥) —x = i C, sin(4,%) (2.88)
n=1

which means that we have to represent the function ®@¢(¥) — X by a Fourier series
(see Stephenson 1986, Myint-U and Debnath 1987, Zauderer 1989,
Sommerfeld 1978).
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In order to obtain the unknown coefficients C,, from Eq. (2.88), we multiply
both sides of the equation by sin(/,,X) and integrate the resulting expressions across
the region of interest for X between zero and one. This results in

1 1

/ X) sin(/,,%)dx / C,, sin(4,%) sin(4,x)dx (2.89)
T

0 0

n=

Exchanging the summation and integration signs on the right hand side of this
equation leads to
1

/(@0( ) — X) sin(Zy, :icn/sm (AmX) sin(4,X)dx (2.90)
0

0 n=1

If we now evaluate the integrals on the right side of Eq. (2.90), we find that

1
/sm (AmX) sin(2,X)dx =0 for n#m (2.91)
0

Writing Eq. (2.90) in detail gives
1

1
/ B (x) — X) sin(mnx)dx = C, /sm m7X) sin(nX)dx (2.90)
0 0

1
+ C2/51n mmnx) sin(2nX)dx
0

+C, sinz(nnic)dic (forn = m)

\

1
+C, / sin(mmnx) sin(onx)dx + -
0

From Eq. (2.91) one can see that in the sum on the right hand side of this equation
only the term containing C,, will be non-zero. Therefore, Eq. (2.90) reduces to
1 1

/ (O (X ) sin(nnx)dx = C,,/sm nnx)d (2.92)

0 0
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From Eq. (2.92), the unknown constants C,, can be evaluated to be

1

¢, = Jo (OuF) = Hsin(nmi)dx _ ) / F)sin(nd)dc  (2.93)

fo sin® (n7x)dx

0

Thus the solution of the problem is given by Eq. (2.66) with the steady-state
solution according to Eq. (2.67) and the transient solution according to Eq. (2.87).
Thus,

i ' sin(nmx exp( (nn)zi) (2.94)

In order to show the transient evolution of the temperature field, we select @ (X) = 1
for the above example. Using this initial condition, Eq. (2.93) becomes

nm

Cr =2 / (1 %) sin(n¥)ds = (2.95)

and the temperature distribution in the solid is given by
o8
2 9~
Z— sin(nmx exp( (nm) t) (2.96)
— nm

This temperature distribution is shown in Fig. 2.7 for different times. One can see
nicely that the temperature distribution in the solid changes from the prescribed

Fig. 2.7 Transient
temperature distribution in the
slab for selected times

0 | | | | | | | | |
0O 01 02 03 04 05 06 07 08 09 1
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constant initial temperature distribution to the linear temperature shape for the
steady-state temperature distribution for  — oo.

In addition, one can see from Eq. (2.96) that the individual parts of the sum in
this equation are decaying rapidly with increasing time (notice that the argument of
the exponential function contains (n)* as a multiplier).

2.3.2 Steady-State Heat Conduction in a Rectangular Plate

As a second example to explain the method of separation of variables, we inves-
tigate the heat conduction in a rectangular plate, with the height ¢ and width b (see
Fig. 2.8).

All four sides of the plate are set to a constant temperature 7. Inside the
rectangular area, a sink is located with constant sink intensity K. Assuming constant
physical properties, the energy equation for this steady-state heat conduction
problem is given by

o*T 0T
O—k(w-f—a—);) + K (2.97)

with the boundary conditions

T(b/2,y) =To, T(=b/2,y)=To (2.98)
T(x,c/2) =Ty, T(x,—c/2)=Tp

As in the first example we first introduce dimensionless quantities, before pro-
ceeding with the solution of the problem. Suitable dimensionless quantities are
given by

T-To X y
e = X=— y=—"- 2.99
TO ’ C/2 ’ y C/2 ( )
Fig. 2.8 Geometrical y
configuration and boundary 4 T=T,
conditions for the heat
conduction problem in a flat T=T, Sink > T=T,
plate Intensity K
___________ A >X
1
! c
' 2
1
v
TZT, b/2
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Introducing these quantities into Egs. (2.97) and (2.98) results in

O
O_WJFE)—VJFK (2.100)
O(A,5) =0, O(-A,5) =0 (2.101)

where the following abbreviations have been used:

_ Kc? b
K=—01 A== 2.102
4—]€T07 c ( )

This problem is described by an elliptic second-order partial differential equation.
The boundary conditions, expressed by Eq. (2.101), are homogeneous, but the
differential Eq. (2.100) is not.

In order to find a solution of the problem, we make once again use of the method
of superposition, since the partial differential equation is linear, and split the
solution into two parts

®=0,+0, (2.103)

®,, represents the solution of the homogeneous differential equation (without a sink,
K =0) and ©, is one particular solution of the problem. Let us first focus on the
particular solution of the problem. In order to find this solution, we assume that
0©, =f(). Alternatively, we could also assume ©, = f(X) and obtain the same
final solution of the problem. The analysis, however, would be altered.

If we substitute ®, = f(¥), into Eq. (2.100), the following relation for the
function () is obtained

o) =-K =f@ = —%Kyz +Ciy+C (2.104)

Since we need only one particular solution of the problem, we could set C; and C,
equal to zero. However, a better choice is to select the constants Cy and C; in such a
way that the two boundary conditions ®,(¥,1) = 0, ©,(%, —1) = 0 are satisfied. If
we do so, we obtain the following solution of the problem

0, =3 (1-7) (2.105)

After having obtained the solution for ®,, one has to solve the following problem
for ®;, which is deduced from the Egs. (2.100) and (2.101)
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r0e, 00,
0=+ (2.106)
Ou(A,5) = —K/2(1-7), Ou(-A,5) = —K/2(1 - 7) (2.107)
Ou(%, 1) =0, Ou(%, —1) =0

Note that the differential equation for ®,, is now homogeneous, whereas two of the
boundary conditions are non-homogeneous. Furthermore, note that the two
boundary conditions, corresponding to a constant value of y, are still homogeneous.
This is of importance for the subsequent analysis of the problem.

We now assume that Eq. (2.106) has a solution, which can be obtained by the
method of separation of variables. Thus

0, = F(X)G®) (2.108)
Introducing Eq. (2.108) into the Egs. (2.106) and (2.107) results in
F'"(X)G(y) + G"G)F(x) =0 (2.109)
from which we obtain

F'x) _ G"G)_
T = 60) + (2.110)

=

From Eq. (2.110), one notices that a physically plausible solution occurs for both

+2% and — 2. In order to investigate this problem further, we analyse in more detail
the solutions for the function G(¥). From Eq. (2.110) we get

G|(3) +2G1(3) =0 for +2? (2.111)
Gy(3) — 22Gy(3) =0 for —2? (2.112)
which gives rise to the following two possible solutions
G1(5) = Cscos(4y) + Cysin(Ay) (2.113)
G2(5) = Cs cosh(Ay) 4+ C4 sinh(Ay) (2.114)

If we now reconsider the problem to be solved (Egs. (2.106) and (2.107)), one can
see that ®, = F(X) G(7) has to be zero for y = +1. If we satisfy these two
boundary conditions by Eq. (2.114), we obtain only the trivial solution, because the
functions cosh(4y) and sinh(4y) have only one zero point. Instead, if we satisfy the
two boundary conditions by Eq. (2.113), we obtain an equation, which determines
the eigenvalues. Therefore, Eq. (2.113) is the desired solution and thus, we have to

select +12 in Eq. (2.110).
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For the function F(X), one obtains from Eq. (2.110)
F'(X) — 2*F(x) =0 (2.115)
which has the solution
F(X) = Cs cosh(Ax) + Cg sinh(A%) (2.116)
Combining the solutions for F' and G leads to the following expression for ®
®p, = (C5 cos(4y) + Cq sin(43))(Cs cosh(4x) + Cg sinh(4X)) (2.117)
This expression has to satisfy the boundary conditions given by Eq. (2.107)

Ou(A,3) = —K/2(1=7), Ou(-A,5) = —K/2(1 —77) (2.107)
O,(x, 1) =0, Ou(x,—1) =0

Applying the two boundary conditions for fixed values of y, the following two
equations are obtained

Cscos(A) + Cysin(4) =0 (2.118)
Cscos(A(—1)) + Cysin(A(—1)) =0

Because cos(4) = cos(—4) and sin(/1) = —sin(—21), one obtains from the above
equations that C, = 0 and that

Cscos(d) =0 (2.119)
From this equation it follows that

2n —1
m

/1:2,

n=1,2.3,... (2.120)

and the following solution for ®,, is obtained

®), = C; cos(4y)(Cs cosh(Ax) + Cg sinh(AX)) (2.121)
From the two boundary conditions, corresponding to a fixed value of X in
Eq. (2.107), it can be seen that ®,(A,y) = ©,(—A,¥), which indicates ®, is an
even function in x. Therefore, it follows that Cg = 0. Thus

®;, = Ccos(4y) cosh(Ax), C = C3Cs (2.122)

Since an infinite number of eigenvalues has been found from Eq. (2.120), the
solution for ®;, can be constructed by superimposing all these individual solutions.
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This results in
= Z C,, cos(4,y) cosh(2,X) (2.123)
n=1

The unknown coefficients C, can be obtained by matching the boundary condition
Ou(A,y) = —K/2 (1 — 3*) by Eq. (2.122). This results in

(1-3%) Z C,, cos(4,y) cosh(2,A) (2.124)

n=1

N|N\

If we multiply both sides of the above equation by cos(/4,¥) and integrate the
resulting expressions between —1 and 1 we obtain:

1

_ 1
_15 / (1— )cos my)dy = / (Z C,, cos(4,y) cos(4,,y) cosh(4,A )) dy
1

~1
(2.125)

Again, the summation and integration signs on the right hand side of Eq. (2.125)

can be interchanged. Then, it is obvious that from the sum only one term will not be
equal to zero, because the integral

1
/ cos(4,¥) cos(A,y)dy=0 for A, # An (2.126)
I

=1 for A, =y

Finally, the following equation is obtained for the determination of the unknown
coefficients

— 1- Any)dy K(—1)"
Cn _ f ( )COS( y) Y — 32K( 1) (2127)
cosh(inA) 2, cosh(4,A)

The solution of the problem, given by Egs. (2.100) and (2.101), is obtained by
combining the two parts of the solution ®;, and ®,. This gives finally

K . > 4(=1)" - -
O==|1-%+ ——————cos(4,y) cosh(4, 2.128
< Y nz:; /1,31 cosh(4,A) (%a3) ( x)) ( )

The solution obtained here shall serve as an example that solutions, which are
obtained for heat conduction problems, can be very useful for other applications.
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Fig. 2.9 Geometrical configuration and coordinate system for the flow in a rectangular channel

To that aim, let us investigate the flow in a rectangular channel. The channel has the
width b and height c¢. The geometry under consideration is shown in Fig. 2.9.

For this problem, u, v, w are the flow velocities in the x-, y- and z-direction.
Under the assumption of a steady, incompressible, laminar flow with constant fluid
properties, the Navier-Stokes equations reduce to

@+ @Jr @ —Ff@Jr @JF@JF@ (1 1)
P\"ax ™y TWaz) T T o T o T o T a2 '
av  Ov ov Op v v 0%
vt w ) =R - L[+ o+ 1.2
p<u8x+v8y+waz> Y 8y+'u<8x2+8y2+8zz> (1.2)
ow  Ow ow Op Pw  OPw  OPw
ALTIN A AT Phckidl Iy O I Tl 1.
”(“ax”aﬁwaz) : 8Z+'u<8x2+6y2+(“)zz> (13)
and the mass continuity equation is
Ou 0Ov Ow
a + aiy + 87Z = (16)

If we now further assume that the flow is hydrodynamically fully developed, i.e. the
velocity profile does not change along the axial direction, only the w component of
the flow velocity is present. The u and v components are identically zero.
Additionally, the w component of the flow can only be a function of the x and
y coordinate for the hydrodynamically fully developed flow. Then the problem
simplifies to (see for example Spurk 1987)

Op FPw  Pw
0=-Lypulos 422 2.12
6z+u(8x2+8y2> (2.129)
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where the pressure gradient in the axial direction is constant for a hydrodynamically
fully developed flow. The boundary conditions are the no slip conditions at all
boundaries of the channel. Thus

w(b/2,y) =0, w(=b/2,y)=0 (2.130)
w(x,c/2) =0, w(x,—c/2)=0

If we introduce into Eq. (2.129) the abbreviation K = —1/udp/dz, it can be seen
that the problem for determining the fully developed velocity profile is identical to
the heat conduction problem in a plate containing a heat sink with constant sink
intensity (the derivation of the fully developed velocity field in a rectangular
channel is given for example in Spurk (1987)). This shows nicely the similarity of
the equations describing problems in Fluid Mechanics and Heat Transfer.

2.3.3 Separation of Variables for the General Case
of a Linear Second-Order Partial Differential Equation

At the beginning of this chapter, we have been concerned with a linear second order
partial differential equation, which depended on the two variables x and y. The most
general form of this homogeneous equation is given by

&u u &u
A(&)’)@“‘zB(X’)’)m“‘C@J)W (2.1)

0 0
+ DY) g+ B ) 5o Pl =0

where A,..., F are constants or functions of x and y, which are sufficiently differ-
entiable in the domain of interest.

In the previous two examples, we used the method of separation of variables to
derive a solution of the linear partial differential equation as an infinite sum.
However, we only addressed very special cases of Eq. (2.1). It is now interesting to
evaluate, under which conditions a separation of variables is possible for Eq. (2.1).
In order to answer this question, we consider the transformed Eq. (2.16)

2 2 6214

_ o0°u _ ou —
A(Q’?)a—ig‘FQB(é,ﬂ)@‘FC(f,ﬂ)a—nz (2.16)

+D(é,n)g—z+E(é7n)g—Z+F(é,n)u=0
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where the new coordinates ¢ and #, defined by Eq. (2.6), have been used. Let us
substitute

u=H(S)G(n) (2.131)

into Eq. (2.16). From this we obtain

A(&mH" ()G (n) + 2B(&,mH'(E)G'(n) + C(& mH (£)G" (n) (2.132)
)

+D(&n)H'(E)G(n) + E(&nH(E)G (n) + FH(E)G(n) =0

where the prime indicates the differentiation of the functions H(&) and G(#) with
respect to the independent variable. Dividing Eq. (2.132) by H(£) G(5) results in

i H'(O) | 7 H()G ) .. G'(n)
A(&,n) HE) +2B(&,n) () GO +C(&n) Gon) (2.133)
0 T+ Ben S0+ pien o

From the above equation it can be seen that the variables can only be separated if
B(&,n) = 0. According to Eq. (2.17), this requires that the new coordinates are
chosen in a way to ensure that

OEdn B <8§ oy O 817) c OE on

B=aZ RO, 9L - 2.134
5‘x8y+6y8x dy Oy 0 (2.134)

Ox Ox

After setting B(E,n) = 0, Eq. (2.132) can be rewritten in the following way

AGn) B DENHE)  CEn @

NEn) B T NG HE) T NEm) G (2.135)
EC )G, Flén)
NEn G TNEn

where the whole equation has been divided by the function N (&, ). If we further
assume that

F(&n)
N = O +hm (2.136)
Equation (2.135) can be written as
A(& ) H"(E)  D(&n)H'(E)
N HE TNE HE T 2137)
. CEmGm EEnGm)
= NG G N(En) Glyy ) = onst
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The left side of this equation should now only be a function of & and the right side
of the equation should only be a function of #. This is only possible, if the following
restrictions are satisfied:

(&

e
=
S—
]
-
S—

N(&n) =5, N(&n) =5l (2.138)
C(&n) E(&n)
N(&n) =5, N(&n) =Joln)

The present analysis might be very helpful in order to check in advance if the
method of separation of variables can be applied to the problem under consider-
ation. It would be incorrect, however, to assume that the method leads to a solution
in all cases, where the separation of variables is possible.

Problems

2-1 Consider the partial differential equation

4@4_5@4_@_’_@_’_%_
Ox? oxdy  Oy*  Ox  dy

2

(a) Determine the type of the differential equation.

(b) What are the characteristics of this equation?

(c) Transform the equation into its standard form.

(d) Determine the general solution of the above given differential equation
(hint: use the substitution: v = du/dn).

2-2 Consider the partial differential equation

*u u  10u ou

xw—Fya—yz—Ea—l-A(x,y)a—y: 0

Solve this equation using the method of separation of variables.

(a) Insert u = F(x)G(y) into the equation. How should the function A(x,
y) look like, so that the method of separation of variables can lead to a
solution of the above equation?

(b) Determine the type of the partial differential equation. Show the result in a
x, y-diagram for —oo <x <400 and —oo <y <4o00.

(c) Calculate for x > 0,y > 0 the characteristics of the equation and trans-
form the equation into its standard form (use for this A(x, y) = —1/2).
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2-3

2-5
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Consider the partial differential equation

O%u *u *u

ou .
@J’_Sax—ay—’—él +10—:S]H_X

o oy

(a) Determine the type of the differential equation.
(b) What are the characteristics of this equation?
(c) Transform the equation into its standard form.

A thin rectangular plate with side lengths a and b is subjected to a constant
temperature Ty at three sides (7'(x,0) = T(x,b) = T(0,y) = T}), whereas the
remaining side of this plate is subjected to the temperature distribution

T(a,y) = Tl{sin3 (?) + 1}

We are interested in the steady-state temperature distribution in the plate. All
material properties of the plate are constant. The steady-state temperature
distribution can be calculated from the energy equation

PT 0T

w2 T =0

with the above given boundary conditions.

(a) Make the energy equation and the boundary conditions dimensionless.
(b) Solve the problem using the method of separation of variables.

Consider a slab, which has extensions in the y- and z-direction much bigger
than in the x-direction. The slab has constant initial temperature 7;. At ¢ =0, the
slab is exposed at both sides (x = 0, x = J) to convective cooling. The tem-
peratures of the surrounding fluid are given by T and T. The problem under
consideration is described by the following, simplified energy equation

or_ o
pe ot Ox2

and the following boundary conditions

t=0:T=T,;
or
X:OII’ZG(TG—T(X:O))-i-ka)(:o:o
orT
=08 :hg(Tc —T(x=09)) —k—| =
X 0 h(;( C (x 5)) kaxx_(5 0
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2-6

(a) Introduce dimensionless quantities into the above equations. Use

oo lool ik
T —T; o pc 0

. hGé . hcé

B = — B = —_—

1 k.’ Ic X

(b) Split the solution of the problem into the steady-state solution and into the
solution of the transient part. Show that for the transient part of the
solution, the two boundary conditions for x=0 and x=1 are
homogeneous.

(c) Solve the first problem. What is the steady-state temperature distribution
in the slab?

(d) Solve the transient problem. What is the complete solution of the
problem?

Consider the transient heat conduction in a slab of length [. The slab has the
initial temperature distribution

—1
T(O,X) = xil (Tz — Tl) + Tz

At both sides of the slab, the following constant temperatures are applied
T(l‘,O) =T, T(l7 l) =1

In addition, the slab contains a heat source. The above given problem can be
described by the following partial differential equation (where a and B are
constants)

ar ﬂ+x3a(T2 —Ty)
o~ “on? Z

(a) Make the differential equation and the boundary conditions dimensionless
by introducing suitable variables.

(b) Split the problem into different simpler problems.

(c) Solve the different problems and give the complete solution.

Consider a sphere with radius R. For r = 0 the sphere has constant temperature
T;. The surface of the sphere is set to the constant temperature 7 for # > 0. The
sphere contains also a heat source with constant source intensity g;. The
material properties of the sphere are considered to be constant. The tempera-
ture distribution in the sphere can be calculated from the energy equation in
spherical coordinates
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or ko (,0T k o (. . 0T
PC—F- = 5o + sin ¥ —

ot r2or g or 2 sin ¥ OF ov
2sin ¥ 0p \og) 10

(a) Simplify the above given energy equation for the case of rotational
symmetry. What are the needed boundary conditions?

(b) Transform the problem under consideration by using 7(r,7) = U(r,1)/r.
What is the resulting differential equation and what are the boundary
conditions?

(c) Introduce dimensionless quantities, so that the spatial boundary condi-
tions are homogeneous.

(d) Solve the transformed problem by using the method of separation of
variables.

(e) Derive from the solution given under (d) the temperature distribution
T(r,1).

An older professor investigates at home a linear second order partial differ-
ential equation. The function u is dependent on x and y. After a while he
obtains the two characteristics of the partial differential equation, given by

C=y—2x
n=y+2x
With this, he is able to reduce the original partial differential equation to

. 0%u

0&on

B =(E+m(&—n)

After achieving this, he goes for lunch. When he returns, he notices that his
dog has eating the manuscript. He can’t remember how the original equation
was looking like. The only thing he knows is that the coefficient in front of the
term 0?u/0x* was equal to “1”.

(a) Please help the professor and try to reconstruct the original linear second
order partial differential equation for u.

(b) Determine the coefficient B* in the above equation.

(c) Determine the general solution of the above given partial differential
equation.

Consider the following partial differential equation

u L 0 u n 0’u 5
I e
Ox? Oxy " 0y? v

where m is a rational number.
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(a) Determine the type of the differential equation in dependence of m. When
will the equation be elliptic, hyperbolic and parabolic? Please set now the
parameter m = 0. The resulting equation should now be solved together
with the boundary conditions

u(0,y) =y*
Ou|
ox|,_, =7

(b) Determine first the general solution of the problem.
(¢) Use the two above given boundary conditions in order to predict the
solution of the problem.



Chapter 3
Heat Transfer in Pipe and Channel Flows
(Parabolic Problems)

The method of separation of variables has been briefly explained in the last chapter by
solving two simple examples. In general, this solution method leads to eigenvalue
problems which have to be solved either analytically or numerically. For most
technical problems, where analytical solutions based on the method of separation of
variables are still obtainable, these eigenvalue problems might become quite difficult.

In order to show how the method can be applied to more complicated problems,
the present chapter focuses on the solution of heat transfer problems in pipe and
channel flows with hydrodynamically fully developed velocity profiles. In this
chapter, we will also explore some of the general properties of the eigenvalue
problems under consideration.

3.1 Heat Transfer in Pipe and Channel Flows
with Constant Wall Temperature

As a first example, we investigate the technical important and scientific very
interesting problem of convective heat transfer in a turbulent flow of a liquid,
flowing in a pipe or a planar channel. We assume that the flow is hydrodynamically
fully developed and that the fluid properties are constant. Due to their technical and
scientific relevance, these types of flows have been investigated in great detail in the
past. Good reviews can be found in Tietjens (1970), Schlichting (1982) and in
Bhatti and Shah (1987).

Heat transfer problems in laminar pipe or channel flows are also of great the-
oretical and practical interest. Due to the simplicity of the velocity profile for the
hydrodynamically fully developed flow, the heat transfer characteristics for the
thermal entry length have been investigated relatively early by Graetz (1883, 1885)
and independently by Nusselt (1910). This is the reason why this kinds of problems
are sometimes referred in literature as Graetz problems. For the heat transfer
characteristics in laminar pipe and channel flows, a large number of publications
does exist. Good reviews can be found in Shah and London (1978) and in Bhatti
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and Shah (1987). In particular, with respect to the thermal development of a
hydrodynamically fully developed laminar flow, several theoretical and numerical
methods have been evaluated and compared. The reader is referred to Shah and
London (1978) for more details. On the other hand, the thermal entrance of a
hydrodynamically fully developed turbulent pipe or channel flow has a much
broader technical relevance and has not yet been investigated in such detail in the
past. Furthermore, this kind of application leads to complicated eigenvalue prob-
lems and can be considered as a challenging case for any analytical method. Of
course, the present analysis holds also for laminar pipe and channel flows, as
stressed in the following sections when relevant. In addition, the program for the
solution of the eigenvalue problems, described in Appendix C, can be used for both
laminar and turbulent flows.

3.1.1 Velocity Distribution of Hydrodynamically Fully
Developed Pipe and Channel Flows

Figure 3.1 shows the geometry and the coordinate system of the problem under
consideration. We assume a hydrodynamically fully developed flow, which means
that the velocity distribution does not change with increasing values of x. This has
the implication that only the velocity component u in the x-direction is non-zero.
Furthermore, u is only a function of the coordinate orthogonal to the flow direction.
This coordinate is y in case of a planar channel and r in case of a circular pipe. In
the following the pipe radius is denoted by R and the distance between the two
parallel plates by 2h.

Furthermore, we assume that the fluid properties are constant. This is a suitable
assumption if the temperature differences in the problem are not to large. Then the
velocity distribution for the pipe and channel flow can be calculated analytically
from the momentum equations. A detailed description is given in Appendix A. For
a laminar flow, very simple expressions are obtained:

Laminar Pipe Flow

NN

:2(1 - (%)2) (3.1)

Fig. 3.1 Geometry and coordinate system
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Laminar Flow in a Planar Channel

-20-6)) o2

where u is the mean velocity of the pipe or channel flow. This mean velocity can be
calculated from the measured flow rate in the pipe or channel.

For a turbulent hydrodynamically fully developed pipe or channel flow, the
turbulent shear stress in the momentum equation in the x-direction has to be
modelled by using a turbulence model. For pipe and channel flows, this can be done
efficiently by using a simple mixing length model (Cebeci and Bradshaw 1984;
Cebeci and Chang 1978; Schlichting 1982). After some algebra, one finally obtains
a description of the velocity distribution in the pipe or in the channel of the fol-
lowing form (the reader is referred to Appendix A for a detailed derivation of the
Egs. (3.3) and (3.4)).

Turbulent Pipe Flow

%:f(%, ReR) (3.3)

Turbulent Flow in a Planar Channel

) (3.4)

Obviously, in a turbulent flow the velocity distribution depends on the Reynolds
number. Increasing values of the Reynolds number lead to an enhanced turbulent
mixing within the cross sectional area of the duct and, therefore, to a flatter velocity
profile.

Figure 3.2 shows predicted and measured velocity profiles for hydrodynamically
fully developed turbulent flows in a pipe and in a planar channel, respectively. In
Fig. 3.2, the velocity is scaled by its maximum value in the center. The figure on the
left hand side shows a calculation for the flow in a planar channel. It can be seen
that the predictions using the simple mixing length model agree quite well with the
measurements of Laufer (1950). The hydrodynamically fully developed velocity
profile in a pipe is depicted on the right hand side of Fig. 3.2. It can be seen that the
velocity profile changes its shape by increasing the Reynolds number from
2.3 x 10* to 3.2 x 10°. In addition, the good agreement between calculations and
measurements of Nikuradse (1932) can be observed (see also Appendix A).
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Fig. 3.2 Hydrodynamically fully developed velocity distribution in a pipe and in a planar channel
for different Reynolds numbers

3.1.2 Thermal Entrance Solutions for Constant Wall
Temperature

Once the velocity profile is known, the energy equation can be analyzed. If we
assume an incompressible flow with constant fluid properties and neglect viscous
dissipation, the energy equation takes the following form for the hydrodynamically
fully developed turbulent flow:

Pipe

or _1o1 (0T o\l + 2 k0 pewr
pcpu(r) o Ty [r(k o PV T)] + g [k o Pt T (3.5)

Planar Channel

or_ofor ol 9[0T
pepu(y) ox oy {k o pc,,vT] +8x {k o Pt T (3.6)
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T=T0 AYT T=TW

Fig. 3.3 Geometry and boundary conditions

Figure 3.3 shows the geometry and the boundary conditions. It can be seen that at
x = 0 the wall temperature is suddenly increased from Ty to Ty. The fluid tem-
perature has a uniform value T, for x — —00. Far away from the entrance (x — ©0),
the fluid temperature will attain asymptotically the uniform wall temperature T'y,.

For laminar flow /T’ =0, VT’ = 0), the Eq. (3.5) or (3.6) are elliptic in
nature. This is caused by the second term on the right hand side of these equations,
representing the axial heat conduction effect within the flow. For turbulent flow, the
nature of the equation depends also on the turbulent heat fluxes. The turbulent heat
fluxes —pcpv'T’ and —pcpu/T' have to be modelled. This can be done for example
by using a simple eddy viscosity model:

— or — or
VT = 8hya—y(planar channel), —VT' = e, (pipe) (3.7)
— or .
—u'T = e g (planar channel and pipe) (3.8)
X

where ¢y, &, and &, are only functions of the coordinate orthogonal to the flow
direction. Inserting Egs. (3.7) and (3.8) into Egs. (3.5) and (3.6) results in

Pipe

pcu(r) % = %% [r(k + pepenr) g—ﬂ +% {(k + pCpen) Z_ﬂ (3.9)
Planar Channel

pau) G = g1 |+ peyin) 55| + 55 pan) 5 (310

Introducing the following dimensionless quantities into the above equations,

T-T 1 ul
= LU ?ZX, ?217 ReL:u_a (3.11)
v

O=—" R
T() — TW7 LR@LPI'7 L L

- Enx - Enr - Ehy - u
e =—, e =—, tp=-—, u=—, Peg=RePr, Pr=-
v v v i
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where the length scale L = R for pipe flow and L = h for the flow in a planar channel
has been used. We obtain

Pipe
_,.,00 10 8@ 1 0 . .00
Planar Channel
8@ 0 00 1 0 . .00
u(y) —=— 5 ay [(1 + Préy,) ('T} +Pei8~ [(1 —I—Prahx)g} (3.13)

For Peclet numbers Pe; > 100 and a semi-infinite heating length, axial heat con-
duction in the fluid can be neglected with good accuracy. This means that the second
term on the right hand side of the Eqgs. (3.12) and (3.13) can be ignored. This leads to

Pipe
.00 10 8@
Planar Channel
5’@ 1o} . 00
i(y) == %% {(1 + Préyy) 8_)7} (3.15)

These two equations can be combined into one relation, if we introduce a vertical
coordinate n, which is equal to y for a planar channel and equal to r for pipe flows.
This results in

0® 190 00
u(n )8x rFan[ (1 4+Pré,) 871} (3.16)

where the superscript F specifies the geometry and has to be set to O for a planar
channel and 1 for pipe flows. If we examine the nature of Eq. (3.16), we see that the
equation is parabolic. The boundary conditions for Eq. (3.16) are therefore given by

x=0:0(0,7)=1
0:8—(?
I [

i=1:0(%1)=0

=
I

=0 (3.17)
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From Eq. (3.17) it can be seen that the boundary condition T = T, for x — —00 has
been moved to x = 0. This means that the process of heating the wall has no
influence on the temperature field for x < 0. This shows nicely the parabolic nature
of the equation.

In Eq. (3.16) the dimensionless eddy diffusivity for heat &,, appears as an
additional unknown. This quantity is related to the eddy viscosity &,, through the
similarity between heat and momentum transfer. This is normally indicated by
introducing a turbulent Prandtl number defined by

pr, = = m (3.18)

Ehn Ehn

The turbulent Prandtl number would be equal to one, if there would be full
similarity between momentum and heat transfer. However, this is not the case.
Therefore, the turbulent Prandtl number will, in general, be a function of the
Reynolds and molecular Prandtl number as well as of the distance from the wall. In
literature, there are many different models for the turbulent Prandtl number. Good
reviews on this subject can be found in Reynolds (1975), Jischa (1982), Kays et al.
(2004) and Kays (1994). For the moment, it is sufficient to know that, for the
problems under consideration, Pr; is only a function of 7. In the following sections,
a few models for the turbulent Prandtl number Pr, are provided, which can be used
for the calculations of the heat transfer in pipe and channel flows.

Introducing the turbulent Prandtl number into Eq. (3.16) leads to

90 10

ﬂ(ﬂ)g = o [?Fag(ﬁ) 5 a(it) = 1 +—%&, (3.19)

00 Pr
’ Pr,

The energy Eq. (3.19) has to be solved together with the associated boundary
conditions given by Eq. (3.17). This can be done by using the method of separation
of variables. Therefore, we assume that the temperature can be described by

0; = ¥;(n)G;(x) (3.20)

Introducing Eq. (3.20) into Eq. (3.19) results in

(;F”(’N’)q)ll‘(ﬁ)), _GW _ 3.21
e GO 20

From this equation, we first solve the ordinary differential equation for the function
Gj(%)
j

=G (3.22)

\.}
—~~

=
~—
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This equation has the general solution

Gj(x) = Djexp(Cj%) (3.23)
From Eq. (3.23) it is obvious that the unknown constant C; must be smaller than
zero, since, for C; = 0, the dependence of the solution on x would be lost and, for

C; >0, the temperature would tend to infinity for X — oco. If we introduce C; = —/1]2
into Eq. (3.23), we obtain

Gi(%) = Dyexp(—47%) (3.24)
For the function @; the following ordinary differential equation has to be solved
!/
F () 12 () + [f%(ﬁ)cbj’.(ﬁ)] =0 (3.25)

Inserting Eq. (3.20) into the boundary conditions Eq. (3.17) results in

ol 0 =GHVO0)=0 = d0)=0 3.26)

A=1:0%1)=0 =GHD(1)=0 =d(1)=0

The differential Eq. (3.25) has to be solved together with the homogeneous
boundary conditions (3.26). As we have seen in Chap. 2 for the elementary
examples, non-trivial solutions for this problem exist only for selected values of )sz,
which are the eigenvalues of Eq. (3.25). Thus, the problem of solving the differ-
ential Eq. (3.25) with boundary conditions (3.26) has been reduced to an eigenvalue
problem and is known in literature as a Sturm-Liouville problem (see for example
Reid (1980), Kamke (1983), Collatz (1981), Courant and Hilbert (1991), Sauer and
Szabo (1969)). This sort of self-adjoint eigenvalue problem is very common in a lot
of physical applications and has been investigated in great detail by several
researchers in the past. In the following sections, a short summary of some of the
most important properties of this system is given.

Properties of the Sturm-Liouville System

In order to show the basic properties of the Sturm-Liouville system, we consider the
problem given by the Egs. (3.25) and (3.26) in the following general form

L[] = ;M |[®)] (3.27)
with the boundary conditions for the function @; given by Eq. (3.26). For the

eigenvalue problem under consideration, the operators L and M take the following
form
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L[] = —% |:;Fa2 %} (3.28)
M[@;] = #u(n) (3.29)

The most important properties of the Sturm-Liouville system are:

1. The Problem is Self-Adjoint and Positive Definite
In order to show that the eigenvalue problem under consideration (Egs. (3.25)
and (3.26)) is self-adjoint and positive definite, let us define the following two
inner products

tvow) = [ vLwldi (3.30)
/
and
1
(v, w) = / v M{wldi (331)
0

where v and w are two “compare-functions”. These functions are assumed to be
continuously differentiable functions of 7 in the interval [0, 1]. They satisfy the
boundary conditions of the problem given by Eq. (3.26) without vanishing in the
whole interval. The eigenvalue problem is now called self-adjoint, if

(vyw) = (w,v), (v,w) = (w,v) (3.32)
are satisfied. This means that the inner products, defined by Egs. (3.30) and

(3.31) are symmetric. Additionally, the eigenvalue problem is called positive
definite, if

(v,v) >0, (v,v)>0 (3.33)

Let us first consider the case that the problem is self-adjoint, then
1 1
/v M ay(n /w M ay(n dn = (w,v)  (3.34)
0 0
must be satisfied. Rearranging Eq. (3.34) gives

1
/ rFa2 W] —w[iF@(ﬁ)v’]’}dﬁ:o (3.35)
0
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The expression in the integral in Eq. (3.35) can be rewritten according to
v[?Faz(fz)w’}/—w[?Fag(ﬁ)v’]/: v(# aw') — w(?Fagv’)}/ (3.36)
Inserting Eq. (3.36) into Eq. (3.35) and evaluating the integral results in

| —ow/|y—wv| 4w, (3.37)

0= v(?Fagw') |(l)—w(?Fa2v') |0

From the given boundary conditions, Eq. (3.26), we obtain

A=0:0=0 = v(0)=

(3.38)
=1:9=0 = v(1)=0w(l)=0

From Eq. (3.38), we see that Eq. (3.37) is identically zero, thus showing that
(v,w) = (w,v) is satisfied.
The second requirement is that (v,w) = (w,v). This is also satisfied as

|

O/VWW :/wruvdn—(wv) (3.39)

0

From the preceding analysis, it has been shown that the eigenvalue problem
under consideration is self-adjoint. We want now to show that the problem is
also positive definite. Therefore, we have to prove that

1 1
/vruv /vzrudn>0 (3.40)
0 0

This is easy to show, since the expression (7/i) is a function 20 in the interval
under consideration. For the second inner product, we have to show that

1
/v #ay] dﬁ >0 (3.41)
0

This can be shown by partial integration of Eq. (3.41). From

1 1
/\V// [rFazv’]’ /\v/ [rFazv'] din — —v[?Fazv’] ’(1) (3.42)
0 0
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one obtains
1

/ #ay(V')di > 0 (3.43)
0

From Eq. (3.43) it is obvious that the expression is larger than zero because
# ay (i) is always 20. Therefore, it has been shown that the eigenvalue problem
under consideration is self-adjoint and positive definite. For other wall boundary
conditions (constant wall heat flux or boundary conditions of the third kind), the
proof that the eigenvalue problem is self-adjoint and positive definite is analogous.

. Eigenvalues and Eigenfunctions

Having shown that the eigenvalue problem under consideration is self-adjoint, it
is relatively simple to prove that the resulting eigenfunctions are orthogonal with
respect to a weighting function. In order to show this, the eigenvalue problem
(3.27) for two different eigenfunctions ®; and ®; is considered

(3.44)

Multiplying the first equation by ®; and the second by ®; gives, after subtraction

QLD — DLID] = LOM[D;] — 2,0,M (D)) (3.45)

Integrating both sides of Eq. (3.45) between zero and one gives

|

(@, 0,) — (®, ) = (7 — 7)) / .M [®;]di (3.46)

0

Because the problem under consideration is self-adjoint, the left hand side of
Eq. (3.46) is identical to zero. Thus

) / ;M [®;]dir = 0 (3.47)

From this equation, it is obvious that for i = j, the left hand side of Eq. (3.47) is
identical to zero, because the eigenvalues are the same. For i # j, the integral

fo oM [ }dn has to be zero in order to fulfill Eq. (3.47). Inserting the
definition of the operator M into Eq. (3.47) results in

1
/F A)D,D;di =0 for i #j (3.48)
0
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This means that the eigenfunctions are a set of orthogonal functions in the
interval [0, 1] with respect to the weighting function g(72) defined by

g(@) = #u(n) (3.49)

Equation (3.48) is an important result for the solution of the partial differential
equation, as it can be used later to expand an arbitrary function in terms of
eigenfunctions.

. The Eigenvalues of the Sturm-Liouville System

Normally, the eigenvalues of Eq. (3.27) can only be obtained numerically.
Therefore, it is important to find out if we can restrict in advance the search
interval for these values. Let us assume that one eigenvalue is complex /_lj =
o+ if with the eigenfunction ®; = a + ib. Then its complex conjugate Ji=
o — iff is also an eigenvalue with the eigenfunction ®; = a — ib. If we introduce
these values into Eq. (3.47), one obtains

2ip / #ii(a* + b%)dit =0 (3.50)

Since the weighting function g(72) = #i(7) is larger or equal to zero in the

investigated interval, the integral in Eq. (3.50) must be bigger than zero.
Therefore, in order to satisfy relation (3.50), f must be equal to zero. This shows
that the eigenvalue problem has only real eigenvalues. Since the eigenvalue
problem is also positive definite, it can be shown (see Collatz 1981) that all
eigenvalues are larger or equal to zero. This shows the correctness of our

. . 22 . . .
previous assumption C; = —A;, which was based only on physical reasoning.

. Eigenfunction Expansions for an Arbitrary Function

We have already shown that the eigenfunctions form an orthogonal set of
functions. Now we want to prove that an arbitrary “well behaved” function f (7)
can be represented by an infinite number of eigenfunctions. We assume,
therefore, that

£() = > A40) (351)

is an uniformly convergent series. Multiplying both sides of Eq. (3.51) by
g(n)®;(n) and integrating over 7 between zero and one leads to

1

/f(ﬁ)g 7 fzzo/ZAjg 1) ®,®;di (3.52)

0 =0
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Interchanging summation and integration on the right hand side of the equation
results in

[ remaan =>4, [ o (353)

From Egs. (3.53) and (3.48) it can be seen that the integral on the right hand side
is equal to zero if i # j. Therefore, the constants A; are given by

fo f j()dn
fo J (n)dn

The present investigation is intended only to show some of the important
properties of the Sturm-Liouville system. The reader is referred to Coddington
and Levinson (1955), Sagan (1989), Reid (1980), Kamke (1977) and Myint-U
and Debnath (1987) for a more detailed and rigorous mathematical treatment of
the Sturm-Liouville eigenvalue problems.

From the previous analysis, it is clear that the solution of the partial differ-
ential equation (3.19) can be constructed by linear superposition of solutions
given by Eq. (3.20). This results in the following expression for the temperature
distribution in the fluid

A = (3.54)

e8]

© = A7) exp(fi‘?i) (3.55)

J=0

The constants A; in Eq. (3.55) can be obtained by satisfying the boundary
condition for x = 0. Here we have

1= A(i) (3.56)

From Eq. (3.54) it is obvious that the constants A; in Eq. (3.56) are given by

1 addn
L T dn (3:57)
0 J

The numerator of Eq. (3.57) can be further simplified, by using the differential
equation for the eigenvalue system given by Eq. (3.25). Replacing the expres-
sion in the integral by Eq. (3.25) leads to
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1

1
- ,
/ Faddi = / 2 [fFaz(ﬁ)mj’,(fz)] dii
0 o | (3.58)
1 1
% 0 i

where a,(1) = 1 has been used. Thus, the constants A; are finally given by
— (1)

= J 7 3.59
7 Iy w02 )

J

Combining Egs. (3.55) and (3.59), the temperature distribution in the fluid is
completely known.

In Chap. 2, we have seen how the eigenvalues and eigenfunctions can be
predicted analytically. However, for most technical relevant cases, the eigen-
values and eigenfunctions can only be predicted numerically. In Appendix C a
FORTRAN program is described which can be used for this purpose. However,
it should be noted, that larger eigenvalues (j > 10) might be predictable by
asymptotic formulas. This is explained in detail in Chap. 4.

After the temperature distribution in the fluid is known, the Nusselt number can
be calculated. The Nusselt number is defined as

Nup ==~ (3.60)

In Eq. (3.60), the Nusselt number depends on the heat transfer coefficient # and
the hydraulic diameter D. The hydraulic diameter D is defined as

p-* (3.61)
U
where A is the cross-sectional flow area of the duct and U is the wetted
perimeter. For a circular pipe, one obtains D = 2R. For a rectangular channel, the
geometrical parameters are shown in Fig. 3.4.
The channel has width W and height 2A. Following Eq. (3.61), the hydraulic
diameter is equal to

_ 4AW(2h) 4k
S 4n+2W 24

(3.62)

Fig. 3.4 Geometry of a
rectangular channel

2h
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For the here considered case of a two-dimensional channel (W/W — 0),
Eq. (3.62) leads to D = 4h.
The heat transfer coefficient s, which appears in Eq. (3.60), can be obtained
from an energy balance at the surface where the heat transfer process occurs.
Here we have

oT

WTy — Ty) = —k—

- (3.63)

n=L

Replacing the heat transfer coefficient 4 in Eq. (3.60) with Eq. (3.63), we obtain
the following definition for the Nusselt number

oT

D—a

n
Nup = —n=L 3.64
R T (3:64)

From this definition, it is obvious that the Nusselt number is a dimensionless
temperature gradient at the wall. In Eq. (3.64), Ty, denotes the wall temperature,
while T}, is the “bulk-temperature” defined by

7 — fOL uTrfdn

p = 3.65)
fOL urfdn (

The bulk-temperature is a mass averaged fluid temperature. Introducing the

dimensionless quantities defined by Eq. (3.11), we obtain the Nusselt number

and the bulk-temperature in dimensionless form

UL
Nup = 0 la=t (3.66)
P oFe, '
1
0, = 2F/ﬁ?F®dﬁ (3.67)

0

Introducing now the known temperature distribution in the fluid (Eq. (3.55))
results in the following expression for the bulk-temperature

SN
0, =-2"> "4
Jj=0

/

5(1)
%

exp(—ijzic) (3.68)

and for the Nusselt number

N 43770 A®i(1) exp (—)72)2)
UD74FZ<>O A~wex 2=
j=0 4 T CXP\ T/ X

(3.69)
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where F = 0 denotes the heat transfer in a planar channel whereas F = 1 denotes
the heat transfer in a circular pipe. If we are only interested in the Nusselt
number for the hydrodynamically and thermaly fully developed flow, we can
obtain the Nusselt number for the fully developed flow from Eq. (3.69) by
investigating the case of X — c0. For this limit only the first term of the sums has
to be retained because of the very fast growing eigenvalues with increasing j.
One obtains therefore the very simple expression

4
lim Nup = Nuy, = 4_Fxg

X—00

(3.70)

We have obtained the result that, in case of a fully developed flow, the Nusselt
number (for the constant wall temperature boundary condition) depends solely on
the first eigenvalue. This result is important for turbulent flows where the thermal
entrance length is normally quite short due to the rapid mixing in the flow.

Laminar Flows

As stated earlier, the heat transfer process in hydrodynamically fully developed
laminar flow in a planar channel and in a pipe has been extensively studied in
literature (see e.g. Shah and London (1978)). Therefore, only some results are
reported here which help to understand the general behaviour of the heat transfer
process in laminar duct flows. One of the most important results for this type of
problems is that the temperature distribution as well as the distribution of the
Nusselt number depend only on the dimensionless axial coordinate
x 1

X=—
LRe; Pr

(3.71)

and not explicitly on the Reynolds- or Prandtl number (for a pipe flow L = R and for
a flow in a planar channel L = h). This can easily be understood, if we examine
Eq. (3.19). For laminar flows, the velocity distribution is only a function of # and
not a function of the Reynolds number (see Egs. (3.1) and (3.2)). Additionally, the
function a,(71) = 1. Therefore, the problem given by Egs. (3.19) and (3.17) does not
depend on the Reynolds- and the Prandtl number. This fact leads to great simpli-
fications for these type of problems, because the eigenvalues and eigenfunctions
have only to be calculated once. The qualitative distribution of the bulk-temperature
is displayed in Fig. 3.5, whereas the qualitative distribution of the Nusselt number is
shown in Fig. 3.6. From Fig. 3.5, it can be seen that the bulk-temperature at the inlet
of the duct is equal to the uniform inlet temperature T, This is obvious from the
definition of 7}, given by Eq. (3.65). With increasing values of X, the bulk-tem-
perature attains asymptotically the uniform wall temperature Ty, The distribution of
the Nusselt number is shown in Fig. 3.6. Here it can be seen that the value of the
Nusselt number is extremely high for very small values of the x-coordinate. This is
caused by the temperature jump in the wall temperature at the inlet of the duct,
which leads to the development of the temperature boundary layer at x = 0.
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Fig. 3.5 Distribution of the T A
bulk-temperature for a T
laminar, hydrodynamically w
fully developed pipe flow
with constant wall
temperature
Ty
Ty
x 1
R Reg Pr
Fig. 3.6 Distribution of the Nup, 4
Nusselt number for a laminar,
hydrodynamically fully
developed pipe flow with
constant wall temperature
3657 --—--———-— - ---=-=========
x 1
R Rep Pr

With increasing values of the axial coordinate, the Nusselt number decreases and
reaches asymptotically a constant value.

The value of this constant however, depends on the geometry and applied wall
boundary conditions. For the present case of a constant wall temperature, the value
for the fully developed Nusselt number is

Nuy, = 3.657  for the pipe (3.72)
Nuy, = 7.5407 for the planar channel '

Having shown that, for hydrodynamically fully developed flows, both the
temperature field and the distribution of the Nusselt number depend only on the
axial coordinate X, simple correlations can be obtained quite easily for calculating
the Nusselt number and, thus, the heat transfer in ducts for laminar flow. For
example, the distribution of the Nusselt number in a pipe for the thermal entrance

region can be approximated by (see Shah and London (1978))
1.077
(X*)1/3

3.657 +

-0.7, x* <0.01

Nup = 6.874 (3.73)

Wexp(—STZx*), x* > 0.01
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where a slightly modified axial coordinate has been used

. x 1
X ==
DRep Pr

(3.74)

D is the hydraulic diameter (D = 2R for the pipe and D = 4h for the planar channel).
For the heat transfer in a planar duct similar expressions can be obtained (see Shah
and London (1978))

1.233
71/3 — 04, x* S 0.001
x*)
Nup = ¢ (&) . o (3.75)

It is interesting to note that the dependence on the axial coordinate is quite
similar for both solutions (Egs. (3.73) and (3.75)). Only the matching constants
differ in order to approximate the heat transfer in a pipe or in a planar channel.

Turbulent Flows

Heat transfer in turbulent duct flows is of greater technical relevance than in laminar
flows. In turbulent flows, the mixing process is much more effective than in laminar
flows. This produces a shorter hydrodynamic entrance length compared to laminar
duct flows, while the velocity profiles are much flatter. Thanks to the shorter
hydrodynamic entrance length, the flow can be described for a lot of applications
either as hydrodynamically fully developed or as hydrodynamically and thermally
fully developed. Exceptions are represented by turbulent flows of liquid metals.
Due to the very low Prandtl number for these types of applications, the heat transfer
behaviour of such flows might be more similar to laminar flows.

Before discussing some heat transfer results, the turbulent Prandtl number
(Pr; = &, /en) has to be specified. As it can be seen in Eq. (3.19), the turbulent
Prandtl number will significantly influence the term a, (7). If we assume that the
transfer of momentum and heat is similar, we can set Pr, = 1. Unfortunately, this
simple approximation is not realistic for many applications. In literature, a lot of
different approaches are described to model the turbulent Prandtl number. The
reader is referred to Reynolds (1975), Jischa (1982), Kays et al. (2004) and Kays
(1994) for good reviews and comparisons between different models. In general it
can be noted that

Pr, — oo for Rep #0 and Pr— 0

Pr; — const. for Rep — oo and Pr >0 (376)

This can be explained in the following way: for Pr <K 1 an eddy has a very high
molecular heat conduction. Therefore, such an eddy exchanges much more rapidly
heat than momentum. This means, that the turbulent Prandtl number increases with
decreasing molecular Prandtl number. However, this result is also dependent on the
Reynolds number. For increasing Reynolds numbers, the turbulent mixing increases
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and the influence of molecular heat conduction decreases. This means that, for
increasing Reynolds numbers and Prandtl numbers larger than one, the turbulent
Prandtl number approaches a constant value. On the other hand, experimental and
DNS (Direct Numerical Simulation) results show that the turbulent Prandtl number
reaches values larger than one close to the wall. For small Prandtl numbers, the
value of Pr, can be much larger than one, which has been shown by DNS and LES
calculations e.g. by Bricteux et al. (2012). These results show nicely that the heat
and momentum transfer differ in proximity of a solid wall.

There are only few reliable measurement data of the turbulent Prandtl number
reported in literature (see Jischa 1982, Kays 1994). The scatter of these measure-
ments is moderate for large molecular Prandtl numbers (Pr > 0.2) and relatively
large for lower molecular Prandtl numbers (liquid metal flows). Note that the
models presented here for the turbulent Prandtl number can also be applied for
liquid metal flows.

Many of the models for the turbulent Prandtl number are based on the Prandtl
mixing length concept. Cebeci and Bradshaw (1984), for example, developed a
model for the turbulent Prandtl number given by:

Kk 1 —exp(—y"/AT) L Ywle
Prt = , Yy =
Kp 1 —exp(—y*/B) v

(3.77)

with the quantities

k=04, K, =044, AT =26

L1 (34.96 + 28.79log,, Pr +33.95(log,, Pr)2> (3.78)

~ VPr +6.33(log,, Pr)*—1.186(log,, Pr)*

Kays and Crawford (1993) proposed a model for the turbulent Prandtl number,
given by

-1

1 T ) 1
Pr, — Pe,y/—— — (CPe,)’ |1 —exp( — ————— 7
i (2Prm+c e | (CPe/) { exp< CPet\/Prtoo)]> (3.79)

where Pe; = ¢,, Pr, C = 0.3 and Pr,,, = 0.85.

Jischa and Rieke (1979) derived a model from modeled transport equations. As a
result of their analysis, they obtained the following simple formulation for the
turbulent Prandtl number

182.4

PI‘, =09 +WC%888

(3.80)

The dependence of the turbulent Prandtl number on the wall coordinate has not
been incorporated by Jischa and Rieke (1979).
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One weakness of the model by Kays and Crawford (1993) is that the value for Pr;
is a constant for all molecular Prandtl numbers. Using the functional dependence of
the turbulent Prandtl number, given in Eq. (3.80), the value of Pr,., in Eq. (3.79) can
be improved. Following the work of Weigand et al. (1997a), the model given by
Eq. (3.79) can be modified by using the following description for Pr,

100

PI',OO =0.85+ m

(3.81)

By using the above given values for Pr;, in Eq. (3.79), the model for the turbulent
Prandtl number is able to predict quite reliably the heat transfer for a lot of different
applications and a broad range of molecular Prandtl numbers (see Weigand et al.
(1997a, b), Kays et al. (2004)).

Another quite popular model is the one by Azer and Chao (1960). The original
expressions for the turbulent Prandtl number given by Azer and Chao (1960) are
very complicated. However, the authors reported in their paper the following
approximation for Pr « 1:

1 + 380/Pel3 exp(—(l - ﬁ)0'25)
Pr, = (3.82)
1 + 135/Re%® exp(—(l - ﬁ)o‘25>

and for 0.6 < Pr < 15

1+ 57Ref PrOs exp(—(1 - 7))
Pr, =

(3.83)
1+ 135/Re% exp(—(l - ﬁ)0‘25>

Additionally, there are a lot of models for the turbulent Prandtl number reported in
literature, which are mainly empirical or simply based on measurements. For
example, for air flow the measurements of Ludwieg (1956) can be approximated by
(see Reich and Beer 1989)

Pr, = (1.53 — 2.827% + 3.857° — 1.487*) "' (3.84)

After this short review of models for the turbulent Prandtl number we now want to
proceed with the discussion of the turbulent heat transfer in a pipe.

Heat Transfer in Turbulent Pipe Flow

If we set the flow index F = 1 in the above equations, the equations describing the
heat transfer in a hydrodynamically fully developed pipe flow are obtained. This
problem has been investigated first by Latzko (1921), who simplified the analysis
by putting Pr, = 1 in the energy Eq. (3.19). After neglecting the molecular heat
conduction in Eq. (3.19), Latzko was able to predict the first three eigenvalues for
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this problem. Later, Sleicher and Tribus (1957) were concerned with the turbulent
Graetz problem. They calculated the first three eigenvalues for various Prandtl and
Reynolds numbers. Notter and Sleicher (1972) investigated the problem in great
detail. They used a universal turbulent velocity profile for their calculations. For the
turbulent Prandtl number, an empirical model was used. For Pr < 1, they applied

<1+ 5.64\/Pr )
Pr, 14 (Prg,)"" 1.39 + Ven

For larger molecular Prandtl numbers, the turbulent Prandtl number was specified by

(3.85)

3
1 _ 1 00009G7) 0 <y <45 (3.86)

= 1/2°
Proén (1 + (0.0818y+)2)

For y* > 45, Eq. (3.85) was used again.

As stated before, the Nusselt number for fully developed flow depends only on
the first eigenvalue, which can be predicted easily from the previously discussed
eigenvalue problem. The Nusselt number for fully developed flow depends on the
Reynolds number as well as on the Prandtl number. With increasing Reynolds
number, the turbulent mixing increases and therefore the Nusselt number increases
for a fixed Prandtl number. For a given value of the Reynolds number, an increasing
value of the Prandtl number leads also to an increasing Nusselt number. For the
fully developed Nusselt number a lot of correlations are reported in literature. One
example is (see Cebeci and Bradshaw 1984)

RepPry/cr/8
Nu, = oPryar/ (3.87)

© 0.833[5Pr5In(5Pr+1) + 2.51n(ReD\/%/60)}

with the friction factor ¢; given by

03164

The above equation is valid only for Pr > 0.2. For smaller molecular Prandtl
numbers, the correlation

Nu,, = 4.8 + 0.0156Re%* pr-* (3.89)

can be used (Sleicher and Rouse 1975). Figure 3.7 shows a comparison between
predicted and measured Nusselt numbers for a fully developed liquid metal flow.
The measured data are from Sleicher et al. (1973) and Gilliland et al. (1951). For the
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Fig. 3.7 Nusselt number for 100
fully developed pipe flow as a 3 —— Azer and Chao (1960)
function of the Peclet number ] — Kays and Crawford (1993)
4 — Present Model A

(Weigand et al. 1997a)
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calculations, the turbulent Prandtl number model by Azer and Chao (1960) and
Kays and Crawford (1993) have been used. It can be seen that both models lead to
good agreement between measured and calculated values for a broad range of
Peclet numbers. The distribution of the Nusselt number in the thermal entrance
region for air flow is shown in Fig. 3.8. Here, experimental data by Abbrecht and
Churchill (1960) have been compared with calculations of the Nusselt number,
using the velocity distribution given in Appendix A and the turbulent Prandtl
number model of Sleicher, Eq. (3.85). Very similar results can be obtained using the
turbulent Prandtl number concept of Kays and Crawford (1993).

As it can be seen, the agreement between calculations and measurements is
satisfactory. Figure 3.9 shows also some results for the thermal entrance region of a
liquid metal flow (Pr = 0.022) for two different Reynolds numbers. For these
calculations, the modified turbulent Prandtl number model of Weigand et al.
(1997a) has been used (see Kays et al. 2004). As it can be seen, the agreement
between calculations and measurement is good. This shows nicely the quality of the
used turbulent Prandtl number model, which reproduces the correct behavior in the
whole thermal entrance region.

Fig. 3.8 Variation of the 20
Nusselt number in the thermal Re, =65000, Pr=0.72
entrance region of a pipe for 18
Pr = 0.72 (Weigand and Beer o Abbrecht und Churchill (1960)
1989 160 - Calculation
) Nu,
Nu, 1.3
1.2
1.0

o= 3
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Fig. 3.9 Variation of the 120
Nusselt number in the thermal A O Awad (1962)
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Turbulent Heat Transfer in a Planar Channel

If we set the flow index F = 0 in the above equations, then the equations describing
the heat transfer in a hydrodynamically fully developed channel flow are obtained.
This problem has been investigated by Sakakibara and Endoh (1977), Shibani and
Ozisik (1977b) and Ozisik et al. (1989). Ozisik et al. (1989) pointed out that the
eigenvalues in Shibani and Ozisik (1977b) have been calculated with a wrong
distribution of the wall coordinate y* in the turbulence model (a factor of 2 was
missing in the definition of y*). The Nusselt numbers calculated by Ozisik et al.
(1989) are based on a three layer approximation for the hydrodynamic fully
developed velocity distribution (see for details Appendix A, Kays et al. 2004, and
Reichhardt 1951). The turbulent eddy viscosity has been calculated according to
Spalding (1961) for y* < 40 and according to Reichhardt for y* > 40. Figure 3.10
shows the distribution of the Nusselt number in the thermal entrance region of a
planar channel for three different Reynolds numbers and for air (Pr = 0.72). The
Nusselt number distribution according to Ozisik et al. (1989), which is in good
agreement to existing correlations, agrees very well with own predictions using the
velocity distribution given in Appendix A.

Fig. 3.10 Variation of the Nu, 10003

Nusselt number in the thermal 3 Re,=100000 Pr=072
. 1 Reg= 50000

entrance region of a planar f ] RZE: 10000

channel for Pr = 0.72

100

1oy
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3.2 Thermal Entrance Solutions for an Arbitrary Wall
Temperature Distribution

Having obtained the solution for the uniform wall temperature case, the present
section deals with the general case of an arbitrary wall temperature distribution. We
assume that the wall temperature changes continuously with x (for x > 0). Note
that if there is a jump in the wall temperature distribution, the solution for this case
is given by Eq. (3.55) and has only to be added to the solution obtained here. The
problem under consideration is shown in Fig. 3.11.

If we introduce a new dimensionless temperature ®,, defined by

_T-Ty(x)

O == 3.90
' T — Tw(0) (3.90)
the energy equation becomes
. 00, 10 [, _ 00, ... dOy
— === 1+P — 91
u(n) % = o {r (1 4 Prey,) o + u(n) pr (3.91)
with the boundary conditions
¥=0:0,(0,7) =1, temperaturejumpatx =0
00,
n=0:—— =0 3.92
" on |5 (392)
n=1:0;x1)=0

and the abbreviation @y = (Tp — Tw(X))/(To — Tw(0)).

As it can be seen from the boundary conditions, Eq. (3.92), and also from
Fig. 3.11, the wall temperature distribution has a jump at X = 0. Introducing the
newly defined temperature ®; into the energy equation results in a new term on the
right hand side of Eq. (3.91). On the other hand, the boundary conditions for 7 = 0
and 7 = 1 are homogenous for ®@;. This means that the solution for the case of an
arbitrary wall temperature requires the solution of the non-homogenous equation.

Tw

w1

Fig. 3.11 Duct with arbitrary wall temperature
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In the previous section we have seen that an arbitrary function could be represented
by an infinite number of eigenfunctions. Thus, the following expression for the
temperature distribution is assumed

O = > Byu(¥) Op(it) (3.93)

The eigenfunctions in Eq. (3.93) are already known from the solution of the
eigenvalue problem (see Egs. (3.25) and (3.26)). In the following analysis, we try to
find a solution of the above non-homogeneous problem by using the orthogonality
properties of the eigenfunctions. Multiplying both sides of Eq. (3.93) by &7 ®,(#)
and integrating the resulting expressions between 0 and 1 gives the following
equation for the functions B,,

 Jy 0, di

1
1
=— [ aif®,0,dn (3.94)
[y @@, di

Because of the boundary condition for ®; at X = 0, the functions B,, have to satisfy

-&,(1)
2K,

m

1 1
~1
B,,(0) = —/ﬁ?F®m®1dﬁ == /1 [ ar @) dn = (3.95)
0 0

The two other boundary conditions for 7 = 0 and 7n = 1 are automatically satisfied
by Eq. (3.93) because of the employed eigenfunctions.

If we differentiate Eq. (3.94) with respect to x, we obtain an ordinary differential
equation for the unknown functions B,,

1

dBm 1 ~F 8®1

=7 O, — .

A% Kn / 5 (3.96)
0

The expression #d®;/0% in the above equation can be replaced by using the
energy Eq. (3.91). This results in

B 1 [ d@W
a——/ gL a~]%d"+1<—m/ o 6
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The first integral on the right hand side of Eq. (3.97) can be solved by partial
integration and by taking into account the boundary conditions for ®; and ®,,. The
second integral can be solved directly by using the differential equation for the
eigenfunctions, Eq. (3.25). This results in

B, @, (1)dOy

—=_J)°B, — 3.98
ax T 2K, d (3.98)
The ordinary differential Equation (3.98) has the general solution
2~ (D:n ( 1 ) d®W 2 ~
By = Cpexp(—i,x) — 2= [ —exp(—4,(£ — X))dé (3.99)

m

22K, dx
0

The constants C,, can be determined by comparing Eq. (3.99) with Eq. (3.95) for
x = 0. This results in

P, (1) 2 d®y 2 e -
B, =— LK, exp(—4,%) +/ I exp(—4,,(¢ —x))dé (3.100)

0

Introducing Eq. (3.100) into Eq. (3.93) results in the following equation for the
temperature distribution

dOy
dx

0, = O(x, 1) + / O((k — &), 7) —~ d¢ (3.101)
0

In this equation, ®(X,7) denotes the temperature distribution for the constant wall
temperature solution. For ®y = const. Eq. (3.101) states that ®; = ®. From
Eq. (3.101) it is obvious, that the temperature distribution for the case of an arbi-
trary wall temperature can be constructed if the temperature distribution for the
uniform wall temperature case is known. This shows very nicely the power of the
superposition approach.

It should be noted here, that the solution according to Eq. (3.101) can also be
obtained by other methods, for example, by using Duhamel’s theorem. The reader
is referred to Kays et al. (2004) for a different method to derive the above solution
for the temperature field for an axial varying wall temperature. The present solution
has the advantage that the solution method can also be used in the same way for an
arbitrary source term in the energy equation.
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3.3 Flow and Heat Transfer in Axially Rotating Pipes
with Constant Wall Heat Flux

Fluid flow and heat transfer in rotating systems are not only of considerable the-
oretical interest, but also of great practical importance. Therefore, transport phe-
nomena in rotating systems have challenged engineers and scientists for a long
time. For example, Lord Rayleigh (1917) investigated the dynamics and stability of
revolving fluids. Also some of the classical solutions of the Navier-Stokes equa-
tions were obtained for rotating systems (see Schlichting (1982)). Von Karman
(1921) investigated the flow induced by a rotating disk and the associated con-
vective heat transfer. The stability of a circular flow in an annulus, formed between
two concentric rotating cylinders, was studied by Taylor (1923).

The turbulent flow and heat transfer in an axially rotating pipe is a rather ele-
mentary configuration and is therefore suitable as a test case for new turbulence
models. Furthermore, many technical applications in rotating machinery are using
this simple type of geometry. One of these technical applications is the cooling of
gas turbine shafts by means of air flowing through a longitudinal hole in the shaft
itself. When a fluid enters a pipe revolving around its axis, tangential forces acting
between the rotating pipe and the fluid cause the fluid to rotate with the pipe,
resulting in a flow pattern rather different from the one observed in a non-rotating
pipe. Rotation was found to have a remarkable influence on the suppression of the
turbulent motion because of radially growing centrifugal forces. The effect of pipe
rotation on the hydraulic loss has been investigated experimentally by Levy (1929),
White (1964) and Shchukin (1967). If the flow is turbulent, the flow is stabilized
with increasing rotation rate and the turbulence is suppressed by the centrifugal
forces. This can be seen in Fig. 3.12, where flow visualization results from White
(1964) are shown. For turbulent flow in a rotating pipe, Borisenko et al. (1973)
studied the effect of rotation on the turbulent velocity fluctuations using hot-wire
probes and showed that they were suppressed.

Fig. 3.12 Flow visualization
experiments for the flow in an
axially rotating pipe (White
1964)

Rep = 3520, Re,, = 4800: Laminarized Flow
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Murakami and Kikuyama (1980) measured the time-mean velocity components
and hydraulic losses in an axially rotating pipe when a fully developed turbulent
flow was introduced into the pipe. The results were obtained in dependence of the
Reynolds number Rep = & D/v, the rotation rate N = wy /u and the length of the
rotating pipe. The rotation was found to suppress the turbulence in the flow, and
also to reduce the hydraulic loss. With increasing rotational speed, the axial velocity
distribution finally approaches the Hagen-Poiseuille flow. Kikuyama et al. (1983)
calculated, for the case of a hydrodynamically fully developed flow, the distribution
of the axial velocity component by using a simple mixing length approach
according to Bradshaw (1969). The distribution of the tangential velocity compo-
nent was approximated by

w r

o (—)2 (3.102)

WwWw R

which is in good agreement with experimental data from Murakami and Kikuyama
(1980), Kikuyama et al. (1983) and Reich and Beer (1989). Reich and Beer (1989)
extended the mixing length approach of Kikuyama et al. (1983) and calculated, for
the case of a hydrodynamically and thermally fully developed flow, the axial
velocity component and the temperature distribution in the fluid. They showed that
in agreement with their measurements, the heat transfer decreased with increasing
rotation rate. Hirai and Takagi (1987) and Hirai et al. (1988) calculated the velocity
distribution and the heat transfer for the fully developed flow in the axial rotating
pipe. In their calculations, it has not been necessary to prescribe the tangential
velocity distribution (like Eq. (3.102)) at the beginning of the calculation procedure
as it has been done by Kikuyama et al. (1983) and Reich and Beer (1989).
However, they obtained the universal distribution of the tangential velocity as a
result of their calculations. For the hydrodynamically fully developed flow Weigand
and Beer (1989a) solved analytically the energy equation and calculated the local
distribution of the Nusselt number for the thermal entrance region. The calculated
Nusselt numbers compared very well with the experimentally obtained results of
Reich (1988). For the case of a convectively cooled pipe, Weigand and Beer
(1992b) obtained an analytical solution for the Nusselt number distribution in the
thermal entrance region. It could be shown, that the thermal wall boundary con-
dition influenced the values of the Nusselt number. This is because of the lami-
narization effect within the pipe. For the case of a hydrodynamically and thermally
developed flow, Weigand and Beer (1992a) calculated numerically the distribution
of the axial velocity and the local Nusselt number as a function of the axial
coordinate. Because of the simple geometry involved, the fully developed flow in
an axial rotating pipe has been investigated both by using LES (large eddy simu-
lation) and DNS (Direct Numerical Simulation). Eggels and Nieuwstadt (1993)
calculated the axial and tangential velocity distribution in the axial rotating pipe by
using LES. Their calculations showed the parabolic distribution of the tangential
velocity component and agreed well with measurements of Reich (1988) and
Nishibori et al. (1987). Orlandi and Fatica (1997) and Olandi and Ebstein (2000)
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investigated the flow by DNS for low Reynolds numbers. Satake and Kunugi
(2002) performed a DNS for a Reynolds number of 5283 and various rotation rates.
Ould-Rouiss et al. (2010) studied the turbulent heat transfer in a rotating pipe by
using LES and DNS. They found that the streamwise turbulent heat flux is reduced
and the azimuthal one is increased with increasing rotation rates. They also showed
a reduction in Nusselt number and friction factor. Malin and Younis (1997)
employed the closures for the transport equations of Gibson and Younis (1986) and
Speziale et al. (1991) to predict the flow and heat transfer in an axially rotating pipe.
The results were compared to experimental data and LES results and good agree-
ment was found for both models. Rinck and Beer (1999) used a modified Reynolds
stress model to predict the fully developed flow in an axially rotating pipe. They
found good agreement between their predictions and experimental data of Reich
(1988). Speziale et al. (2000) presented a comprehensive analysis of the modeling
of turbulent flows in rotating pipes. They discussed also the main physical char-
acteristics of the flow and surveyed the capabilities of different classes of closure
models to reproduce them.

3.3.1 Velocity Distribution for the Hydrodynamically Fully
Developed Flow in an Axial Rotating Pipe

The hydrodynamically fully developed velocity distribution in an axially rotating
pipe can be calculated by using a simple mixing length approach. This procedure is
only briefly outlined here, since our main focus is on analytical methods relevant
for solving heat transfer problem. A more detailed explanation of the method as
well as a review on other methods for calculating the velocity distribution in an
axial rotating pipe is given in Appendix B.

Figure 3.13 shows the geometry and the cylindrical coordinate system with the x,
r, ¢ axis and the related velocity components u, v, w.

Fig. 3.13 Physical model
and coordinate system (Reich
and Beer 1989)
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If we assume a hydrodynamically fully developed turbulent flow with constant
fluid properties, the Navier-Stokes equations for the rotational symmetric case are
given by (see for example Reich 1988):

w? dp p — ww
prfEf—a—(rvv)er . (3.103)
10 5 0 /w 25—
Oﬂﬁr('ur a(;)—pr Viw (3.104)
_Op 10 Ou ——
0= o + Cor (,ur 5 PV (3.105)
with the boundary conditions
r=0:w=0, v=0, %20
or (3.106)

}":}3:\4/:1/1}‘4/7 I/t:O7 VZO

Since we assume a hydrodynamically fully developed flow, the radial velocity
component v is zero everywhere and the continuity equation results in the fact that the
axial velocity component u is only a function of 7. As mentioned before, experimental
data indicate that the tangential velocity distribution is universal and can be
approximated by Eq. (3.102). Figure 3.14 shows the tangential velocity distribution
for different rotation rates N as well as for different Reynolds numbers. From Fig. 3.14
it is obvious that Eq. (3.102) is a very good approximation for the tangential velocity

1.0 10
Reich (1988) Reich (1988)
w A N=1 w O N= 05
o N=5

— =

Fig. 3.14 Tangential velocity distribution (Reich and Beer 1989)
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distribution. Introducing Eq. (3.102) into Eq. (3.104) shows that v'w’ ~ C r. This
relation is of course only correct far away from the wall. However, it is interesting to
note that the above given linear relation has been confirmed by DNS.

The axial velocity distribution u(r) can be calculated from Eq. (3.105). In order
to do this, the turbulent shear stress in this equation has to be related to the mean
velocity gradients. This can be done by using a mixing length model according to
Koosinlin et al. (1975). This results in the following expression for the turbulent
shear stress

1/2
S ou\* o wy\? Ou Ou
I — 12 - ~ (= I -
puv =pl l(@r) + (rar (r)) ] or EmP or (3.107)
where the mixing length distribution / is given by Reich and Beer (1989)
! 1\’
—=|1-—=Ri 3.108
lo ( 6 ) ( )

The mixing length distribution [, is the one for a non-rotating pipe (see
Appendix A, Eq. (A.20)). The Richardson number in Eq. (3.108) describes the
effect of pipe rotation on the turbulent motion and is defined by

2 Kz 9 (wr)
Ri = — 10" 5 (3.109)
Ou a (w
<3r> + (rc'?r <r))

Without rotation, Ri = 0 and there exists a fully developed turbulent pipe flow. If
Ri > 0, i.e. for an axially rotating pipe with a radially growing tangential velocity,
the centrifugal forces suppress the turbulent fluctuations and the mixing length
decreases.

For large rotation rates N the axial velocity profile u will tend to a laminar pipe
flow, given by Eq. (3.1). Inserting Egs. (3.1) and (3.102) into Eq. (3.109) results for
the limiting case that N — oo in Ri = 6 for the Richardson number.

Inserting Eqgs. (3.107) and (3.109) into Eq. (3.105) results in a strongly non-
linear ordinary differential equation for the axial velocity component u. This is
shown in detail in Appendix B. Figure 3.15 shows a comparison between calculated
and measured axial velocity distributions according to Reich and Beer (1989). It
can be seen that the numerical calculations agree well with the measurements.

In Appendix B, an analytical approximation for the velocity distribution in the
axial rotating pipe is given (Weigand and Beer 1994).
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Fig. 3.15 Axial velocity distribution as a function of the rotation rate N (Reich and Beer 1989)

3.3.2 Thermal Entrance Solution for Constant Wall Heat
Flux

The thermal entrance solution for the case of a constant heat flux at the wall can also
be obtained by the method of separation of variables. However, because of the
different wall boundary condition, the approach for solving this problem is different
to the case of a constant wall temperature.

If we assume that the flow is incompressible and that the fluid properties are
constant, the energy equation for the hydrodynamically fully developed flow, with
negligible axial heat conduction effects, takes the form

or 10 or ——
pcpu(r)a:;a {r(karpv’T’>} (3.110)

If we replace the turbulent heat flux in Eq. (3.110) by the eddy viscosity and the
turbulent Prandtl number, we obtain

1/2

T 19 2| (0w d w\\’ or
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with the turbulent Prandtl number for air flow given by (see Reich and Beer 1989)

Pi = 1.53-2.82 (I%)z +3.85 (1—2)3 —1.48 (%)4 (3.84)

Iy

Equation (3.111) has to be solved with the following boundary conditions

X:():T:TO
T T 3.112
;’:0:(9—:07 r:R:—ka—:qW:const. ( )
or or

For the constant wall temperature case, the driving temperature potential Ty, — T
can be used to scale the temperature. This is not the case for a constant wall heat
flux. Therefore, the following quantities are used to make the equations
dimensionless:

T-—-Ty . r . ox 2 _u R
:77 r:—’ x:——’ u:t; c =
(qwR/k) R RRep Pr it b

uD
— A1
SNERTEY

As it can be seen from Eq. (3.113), the temperature is made dimensionless with the
heat flux density at the wall, while the axial and radial coordinates are made
dimensionless in the usual way. Introducing the dimensionless quantities into the
Egs. (3.111) and (3.112) results in:

00
— = — |Fay(F) — 3.114
o T or {r‘”(’) 6?} (3.114)
with the boundary conditions
x=0:0=0
- 00 . 00 (3.115)
V—O.E—O, V—lﬁ——l
and the function a,(F)
1/2
Pr on\* (1 2
7)=1+—Repl || ~7 A1
ay(7) + P, epl (87’) +<2rN> (3.116)

Because the wall boundary condition for 7 = 1 is non-homogeneous, the solution
for the problem given by Eqgs. (3.114) and (3.115) has to be split into two problems.
In the first problem only a particular solution for the energy equation is searched.
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The second problem can then be solved afterwards by using the method of sepa-
ration of variables. This can be done, because the energy equation, as well as the
wall boundary conditions, are linear.

Introducing the function

0=0,+06, (3117)

into the above equations results in the two problems

~~a®1 o 8 - - 8@1
W= = o {raz(r) 87’} (3.118)
with the boundary conditions
.00 .. 00
and
.00, 0 [. ,_ 00,
W 6~ |:I‘az(}") W:| (3120)
with the boundary conditions
x=0: @2 = —@1
00, 00, (3.121)

F=0: 0, 7F=1: 0

oF oF
Because only one particular solution of the energy equation has to be found by
solving the problem for ®,, the boundary condition for X = 0O can be ignored. This
implies that, for the second problem, the boundary condition for x = 0 has to be
modified. Physically, the solution ®; represents the temperature distribution for the
fully developed flow, i.e. far away from the pipe entrance, where the fluid tem-
perature monotonously increases due to the heat addition through the wall.

Temperature Distribution for the Fully Developed Flow (©,)

For the fully developed flow, the temperature distribution in the pipe increases
linearly with growing values of the axial coordinate. This can be shown by looking
at an energy balance for the pipe section shown in Fig. 3.16.

The energy balance leads to

2nRxqy = [ [ pcp(T — To)urdrde (3.122)

o—y
o—x
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the pipe with an uniform heat

Fig. 3.16 Energy balance for l Ay
flux at the wall

J_ﬁ

”
e

i
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i

Introducing the dimensionless quantities from Eq. (3.113) into Eq. (3.122) gives
1
x = [ Ourdr (3.123)
0

From Eq. (3.123), it is obvious that the temperature in the fluid increases linearly
with growing axial distances for the fully developed flow. This motivates the
introduction of the following expression for ®

O = Cix + Y(7) (3.124)

Introducing Eq. (3.124) into Eqgs. (3.118) and (3.119) and into Eq. (3.123) results in

- d . dy
urC, = pF (ag(r)rﬁ> (3.125)
. dyy ~ dys
F=0:70 =0, F=l:To =l (3.126)
I i
¥ = [XCiardF + [ y(7)ardF (3.127)
0 0

From Eq. (3.127), it can be seen that the unknown constant C is determined by the
integral energy balance. Solving the above set of ordinary differential equations
results in the following temperature distribution for the fully developed flow

0, (7,%) = 2%+ Y(7) + G, (3.128)

with the abbreviations

/( — 7 é)idé>dn, G = / 7) it dF (3.129)
0 0
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The Temperature Distribution ©,

Introducing the obtained temperature distribution for the fully developed flow into
Eq. (3.121) results in the following problem for ®,

Wf?@g_ al. .. .00,

urgf % {raz(r) 8?} (3.120)
¥=0:0,=y(F) +C,
00, 00, (3.130)
r—O.W—O, V—IW—O

The latter can be solved using the method of separation of variables. Introducing
©y = F(x) 0y(7) (3.131)
into Egs. (3.120), (3.130) results in the following eigenvalue problem
!
(aQ(;)w;) +I2F D = 0 (3.132)

with the boundary conditions

;:0;(1)]’,:0, (3.133)
and an arbitrary normalization condition
F=0:0=1 (3.134)
The functions Fj(X) are given by
F;(%) = Djexp(— %) (3.135)

The eigenfunctions can be predicted with a program similar to the one given in
Appendix C. The temperature distribution @, is then given by

0, = iAjcbj(;) exp(—ij? x) (3.136)

=0

The constants A; can be calculated with a procedure similar to the one employed in
Sect. 3.1 for the constant wall temperature case. Using the orthogonality of the
eigenfunctions leads for the present case to

o D) ()

3.137
’ o iF®? (F)dF (3.137)
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Table 3.1 Eigenvalues and constants for different rotation rates and different Reynolds numbers
(Pr=0.71)

Rep = 5000
N 2 b 2 AgDo(1) A Dy (1) Ay Dy (1)
0 0 152.95 436.18 0 0.0287 0.0156
1 0 80.76 250.74 0 0.0409 0.0183
2 0 46.13 146.25 0 0.0654 0.0259
3 0 30.56 97.52 0 0.0946 0.0358
5 0 18.62 59.73 0 0.1467 0.0537
Rep = 20,000
N 2 2 2 Ap®o(1) A (1) Ay, (1)
0 0 505.25 1476.01 0 0.0077 0.0044
1 0 216.04 687.15 0 0.0140 0.0058
2 0 108.93 350.64 0 0.0266 0.0010
3 0 63.24 203.82 0 0.0450 0.0165
5 0 28.57 92.04 0 0.0960 0.0349
Rep = 50,000

27 22 72 Ap®y(1) A ®(1) Ay D, (1)
0 0 1115.14 3281.90 0 0.0034 0.0018
1 0 436.34 1396.90 0 0.0068 0.0027
2 0 210.11 676.36 0 0.0136 0.0048
3 0 115.92 375.17 0 0.0246 0.0088
5 0 44.17 142.76 0 0.0630 0.0225

Both the eigenvalues and eigenfunctions can be calculated numerically. Table 3.1
reports some eigenvalues and constants A;®;(1) calculated for different Reynolds
numbers and rotation rates N. Note that the eigenvalues increase with increasing
Reynolds numbers and decrease with increasing rotation rates. This means that
increasing Reynolds numbers result in a better mixing in the flow and lead to a
shorter thermal entrance length, whereas increasing rotation rates lead to lamina-
rization and therefore to a longer thermal entrance length.

From Table 3.1, an interesting fact can be noticed. For the considered wall
boundary conditions, 4y = 0 is a possible eigenvalue. This eigenvalue results in the
possible eigenfunction @y = 1. If we introduce this eigenvalue and the eigen-
function into Eq. (3.137), we obtain Ay = 0 (because the numerator of Eq. (3.137) is
zero according to Eq. (3.127)). Therefore, 4y = 0 can be excluded from the con-
siderations and Eq. (3.137) can further be simplified. One finally obtains

(1))

=T io,2,3. . 3.138
Jo @ (7)dF ( )

J
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After having predicted ®; and ©®,, the temperature distribution in the fluid is
completely known

07, 3) = —2% + Y(F +ZAQ> exp( ) (3.139)

With the help of Eq. (3.139), the distribution of the Nusselt number can be obtained

DL 2
Nup = Dol _ (3.140)
Tw =To (1) + G + 5%, A®y(1) exp( 7%

For the hydrodynamically and thermally fully developed flow, the equation for the
Nusselt number reduces to

2

Figure 3.17 shows the Nusselt number for the fully developed flow, for Pr = 0.71,
as a function of the rotation rate N and the Reynolds number (Reich 1988; Reich
and Beer 1989). It can be seen that the Nusselt number strongly decreases with
increasing rotation rate N, which is caused by flow laminarization. For N — 00, the
Nusselt number approaches the limit Nu,, = 4.36 for laminar pipe flow.

Figure 3.18 shows the distribution of Nu/Nu,, in the thermal entrance region for
air flow. It can be seen that the length of the thermal entrance region is increased
with increasing rotation rates. This is caused by the laminarization of the flow.

Fig. 3.17 Nusselt number for 103 e
fully developed flow in an —
axially rotating pipe (adapted Tr:“e:o(;y '
from Reich and Beer (1989), N=1 s
Weigand and Beer (1989a)) ',jf g 0
= \\ e
N=5 A
102 \\ \ ////’
] turbulent
] pipe flow ]
1Nu_ =0031Re>™ S\
8 Pzl <
Z 28 D
10! LT ,/ |
laminar
pipe flow
10° Nu, =436
103 101‘ ]05

Rep, —
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Fig. 3.18 Nusselt number distribution in the thermal entry length for different rotation rates N and
Pr = 0.71 (Weigand and Beer 1989a)

For N — oo, the thermal entrance length approaches the one for laminar pipe flow
which is given by

L
5”1 = 0.05 Rep Pr (3.142)

This effect has interesting implications, especially for larger Reynolds numbers. For
example for a Reynolds number of about 50,000, the flow is not even thermally
fully developed after 80 pipe diameters for N = 1. This shows clearly that care has
to be taken in predicting the heat transfer for such types of flows.

Reich (1988) obtained experimentally the Nusselt numbers in an axially rotating
pipe with constant heat flux at the wall. The rotating test section was 40 diameter in
length. He compared his experimental results with calculations for a fully devel-
oped flow and found that the difference between experimental data and calculated
values increased with growing values of the rotation rate.

However, if one calculates the Nusselt numbers from the above solution for the
thermal entrance region and compares them to the measured values, very good
agreement is obtained. This is shown in Fig. 3.19 (Weigand and Beer 1989a).

The results presented here can easily be extended to other wall boundary con-
ditions like constant wall temperature or uniform external heating or cooling. The
reader is referred to Weigand and Beer (1992b) for such cases.

The examples of the present chapter have shown that even complicated technical
problems can be solved using analytical methods. It is important to note that in the
analytical solution the physical significance of individual effects (wall boundary
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Fig. 3.19 Nusselt numbers at 10° Y
x/D = 40 for various values of 'l'lh;or; -
the rotation rate and Pr = 0.71 N=0
(Weigand and Beer 1989a) 'l:lli ‘2\
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conditions, type of fluid, rotation,...) can be more easily identified than in a
numerical solution of the problem.

Problems

3-1 Consider the following eigenvalue problem
Y+ XY, =0
with the boundary conditions

Y1(0) = Y,(1) = 0

(a) Prove that the eigenvalue problem is self-adjoint and positive definite.

(b) Show that the eigenfunctions form an orthogonal set of functions in the
interval [0, 1].

(c) Calculate the eigenfunctions and the eigenvalues. Use a normalizing
condition that Y(0) = 1.

3-2 Show that the following three eigenvalue problems are self-adjoint and
positive definite:

1+45)4,®, + @ =0
D,(0)=d,(1)=0
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PR + R + /iR, = 0
R(0)=R(1)=0

(1 =#)Y) = 2%Y, + Jn(dn + 1)Y,, =0
Y,(0) = Y,(1) =0

3-3 Consider the flow and heat transfer is a planar channel with height 2h. The
plates have a constant wall temperature Tj for x < 0 and Ty, for x > 0. The
velocity profile of the laminar flow in the planar duct can be simplified to be a
slug flow profile with u = u = const. The velocity component in the y-
direction v = 0. All fluid properties can be considered to be constant. The
temperature distribution in the fluid can be calculated from the energy

equation
or  o°T
uo - =a e
with the boundary conditions
x=0:T=T,

oT
y:0:8—y:07 y=h:T=Ty

(a) Introduce the following dimensionless quantities

T—Ty
T To—Tw

o8
Il

~ Y
=2, 0
7y h’

S| o=
S|=

What are the resulting equation and the boundary condition in dimen-
sionless form?

(b) Use the method of separation of variables to solve the given problem
(® = f(¥)g(9)). What equations are obtained for the functions f and g?

(c) Calculate the eigenfunctions and display the first and the third eigen-
function as a function of y in the interval [0, 1].

(d) Predict the complete solution for the temperature field.

3-4 A planar channel with the height 24 is subjected to a hydrodynamically fully
developed laminar flow. The fluid enters the channel with the constant tem-
perature T. The walls of the channel are adiabatic for x < 0, whereas for x >0
the walls are heated by a constant heat flux gy. Assume that all fluid properties
are constant. The velocity distribution is given by
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3-5
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u 3 | (y>2

i 2 h
and the Peclet number is large enough, so that axial heat conduction can be
ignored in the fluid.

(a) Calculate the temperature distribution in the fluid for large axial values.
Display the form of the radial temperature distribution for a given value of
the axial coordinate.

(b) Predict the value of the Nusselt number for the fully developed flow.

(c) Predict the complete solution of the problem (Hint: Split the problem in
two separate problems).

Consider the production process of a thin foil. The foil is moved with constant
velocity uy, through a thin slit and cools down in the surrounding air. The
process is schematically shown in the following figure:

é Foil u
X o u,=const

ly To h > u(y)

q, = const

The distance between the foil and the wall is A. The wall is cooled for x > 0
and takes out heat from the surrounding air with the constant heat flux gy . For
large axial values, a hydrodynamically fully developed velocity profile
according to

=1

NN

S

is established. The temperature distribution in the air gap should be predicted
for large axial values. The upper wall (foil) can be assumed to be adiabatic and
all fluid properties are constant.

(a) Simplify the energy equation for the given problem. Derive the boundary
conditions for y = 0 and y = h and make the energy equation
dimensionless.

(b) Derive an integral energy balance for the thermal fully developed flow.
What functional form the temperature distribution must have for the fully
developed flow?

(c) Introduce the above derived expression for the temperature distribution
into the energy equation and solve the equation with the given boundary
conditions.

(d) Calculate the Nusselt number at the lower wall. Use T(x,y =0)—
T(x,y = h) as the driving temperature difference for the Nusselt number.
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3-6 The velocity profile of a slow river flow is given by

(5]

In this equation #r denotes the depth of the river and uy is the flow velocity at the
river surface. The coordinate y has its origin on the bottom of the river. The river
can be considered in the following as a planar channel. Fully developed laminar
flow can be assumed. Axial heat conduction within the fluid and all influences
through the surrounding air flow over the river can be neglected. The river has at
its start location a temperature 7j. From the position x = 0 on the sun heats up
the river, so that the river surface is heated approximately by the constant heat
flux per area gs in [W/mz}. The river bottom can be assumed to be adiabatic.

(a)

(b)

(©

(d
(e

Sketch the problem (including the coordinate system) and write down the
energy equation for the problem. Determine also all needed boundary
conditions for the heat transfer problem under investigation.

Make the energy equation and the boundary conditions dimensionless by
introducing the following quantities

T-To x 1 R:M

A%
== , X= Pr =
gstr [k

_—’ e s —
tr Re Pr \J a

’ a=—
PCp

Calculate the temperature distribution over the river height for large axial
distances (fully developed flow and heat transfer).

Determine the Nusselt number on the river surface for large axial distances.
Determine now the complete temperature distribution in the river, which
is valid from x =0 on. Obtain first the required partial differential
equation (energy equation) and the corresponding boundary conditions.
Show then the solution method and derive all equations needed to obtain
the required constants. Please note, that it is not required to actually
predict the constants. Thus, the obtained integrals have not to be solved!

Consider the following eigenvalue problem

d [ ,do, 29
— | rr—| +Ar®, =
dr [r dr } tAar 0

with the boundary conditions

dod
—0:7”7—2=0
r r dr

r=1:®,=0
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(a)
(b)

(©
(d)
(e)
®
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Prove that the eigenvalue problem is self-adjoint and positive definite.
Show that the eigenfunctions form an orthogonal set of functions in the
interval [0, 1].

Develop the function f(r) = 1 in a series of these eigenfunctions.
Substitute @, = A, /r into the differential equation for the eigenfunctions.
Which differential equation do you obtain for the functions 4,7 What are
the resulting boundary conditions?

Obtain the general solution of the eigenvalues problem. Which equation
do you obtain for the eigenvalues?

Determine with the eigenfunctions from (e) the integrals, which appeared
in section (c), and give the series for f(r) = 1.



Chapter 4
Analytical Solutions for Sturm-Liouville
Systems with Large Eigenvalues

The numerical method for obtaining the eigenvalues and eigenfunctions of
Eq. (3.25) is explained in Chap. 3 and Appendix C. This numerical procedure gets
cumbersome and difficult if the eigenvalues become large, because of the increasing
number of zero points of the eigenfunction. This is elucidated in Fig. 4.1, which
shows several eigenfunctions for a turbulent pipe flow with constant wall tem-
perature. As it can be seen from Fig. 4.1, the higher eigenfunctions strongly
oscillate. It can be shown, that the eigenfunction of number j has also j zero-points.
This means that, for larger j, it is difficult to capture exactly the shape of the
eigenfunctions by means of a numerical method. An increasingly larger number of
grid points is needed to resolve the higher eigenfunctions. Because of this reason,
there has been a lot of interest in obtaining analytical approximations of eigen-
functions for larger eigenvalues. Good reviews about this subject can be found in
Erdelyi (1956) and in Kamke (1983). For laminar flows, the hydrodynamically fully
developed velocity profile is a simple quadratic function of the spatial coordinate. In
addition, the function a;(72) in Eq. (3.25) is equal to one. These two simplifications
allow that asymptotic approximations can be obtained relatively easily for laminar
flow problems. A good review on this topic is given in Shah and London (1978). In
the following, only some of this work will be presented. Sellars et al. (1956)
investigated the Sturm-Liouville eigenvalue problem for large eigenvalues for pipe
and channel flows with constant wall temperature. They used the WKB(J)' method
for obtaining the eigenvalues for 4 — oco. As a result, they found that the large
eigenvalues can be predicted by

4 (. 2 .
)»1272<]+§), ]:0,1,2, (41)

'"The acronym WKB(J) stands for Wentzel, Kramer, Brillonin and Jeffreys, who developed the
method in the 1920s. However, the method was applied much earlier by Liouville (1837). For an
introduction into the method, the reader is referred to Simmonds and Mann (1986) and Plaschko
and Brod (1989). For a more detailed description of the method, the reader is referred to Froman
and Froman (1965) and to Kumar (1972).
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Fig. 4.1 Eigenfunctions for 1
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The eigenvalues given by Eq. (4.1) are in good agreement with numerically
predicted values for larger j (for j > 5 they are nearly identical). Lauwerier (1950)
showed, that the solution of the laminar Graetz problem can be expressed by
Whittaker functions (see Kamke 1983), where the eigenvalue appears in the
argument as well as in the subscript of the function. From the asymptotic behavior
of these functions, Lauwerier was able to derive an asymptotic form for the
eigenfunctions for large eigenvalues. The value of the eigenfunction at the wall was
determined to be

o(1,7) = *3/—3 (%) L (1/3) cos Kfi - é) n} S s, <\/2§i>2p (4.2)

p=0

+2(%) "m0 (2 +4)] 56, (%) 2”4/3
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o =1, o = —0.0785714857
o = —0.01444444444, [, = 0.02887167277
oy = 0.009882467268, f, = —0.0440553529
o3 = —0.02131664753,

From Egq. (4.2), the eigenvalues can be calculated for the constant wall temperature
case by setting Eq. (4.2) equal to zero. Newman (1969) extended the analysis by
Lauwerier and obtained the following expressions

By =0+ 129" 526" 45306 " 4 s00g P 4025 4) (4.3)
/ _ -1/3 1+ Ll;“(;4/3 + Lz;uaé/s + L3/157/3
qu)j(l) - C;“j —-10/3 ,—11/3 —4 (4.4)
—|—L4)»0 + L5/L0 + O()O )
with the quantities
4 2
o=—702I|j+=); j=0,1,2,... 4.5
"2 (J 3) ! (43)
s = 0.159152288, L; =0.144335160 (4.6)

5o = 0.0114856354, L, = 0.115555556

s3 = —0.224731440, L; = —0.21220305
s4 = —0.033772601, L4 = —0.187130142
C = —2.025574576, Ls = —0.0918850832

For the case of a wall boundary condition of the third kind, Hsu (1971a) derived
asymptotic expressions for the eigenvalues and related constants. He showed that
his expressions are identical to those of Sellars et al. (1956) for the case of a
uniform wall temperature. For the case of an insulated wall, the expressions of Hsu
(1971a) are identical to those provided by Hsu (1965) for the case of a constant wall
heat flux.

For a turbulent internal flow, the mathematical problem of obtaining asymptotic
expressions for the eigenvalues and eigenfunctions is much more complicated than
for laminar internal flow. This is due to the complicated description of the velocity
profile and the appearance of the eddy diffusivity in Eq. (3.25), which causes the
function a,(71) to be a complicated function of the coordinate.

F () 120 () + [;Faz(ﬁ)cb;(ﬁ)]': 0 (3.25)

(3.26)
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Sternling and Sleicher (1962) derived asymptotic expressions for the eigenvalues
and eigenfunctions for heat transfer in a turbulent pipe flow with constant wall
temperature. However, it turned out that the accuracy of their results for A;, Eq. (3.59),
as well as for A;®;(1), Eq. (3.69), was somewhat disappointing. Eight years later,
Sleicher et al. (1970) were able to derive more accurate expressions using a matched
asymptotic expansion. In the following sections, the method of Sleicher et al. (1970)
is described in more detail for the case of a constant wall temperature, because their
method is very useful for a lot of similar problems. The method has been successfully
used with some modifications by Shibani and Ozisik (1977a, b), Sadeghipour et al.
(1984) for different wall boundary conditions and different geometries. At the time—
the method has been established by Sleicher et al. (1970)—the computational power
of the computers did not permit a detailed comparison between their derived
asymptotic expressions and numerical solutions of the eigenvalue problem for larger
eigenvalues. Therefore, a short section has been added at the end of this chapter which
shows a detailed evaluation of the asymptotic expressions compared to numerical
calculations. In addition, it is shown that the method of Sleicher et al. (1970) can be
adapted quite easily to other related problems. This is demonstrated for the heat
transfer process in an axially rotating pipe.

We start our considerations with the Sturm-Liouville problem given by the
Egs. (3.25) and (3.26) and consider a turbulent pipe flow. For this type of appli-
cation, the equations read (F =1, n =7)

% {?az(?) %] + Fit(F) 75 O;(F) = 0 (4.7)

with the boundary conditions

0:®'(0)=0
1:

o1) —0 (4.8)

NUS

In order to obtain an asymptotic expression for large eigenvalues, it is common
to transform the Sturm-Liouville system into its standard form. This can be done by
introducing the following new quantities (see Kamke 1983)

1 r
1 [u 1 [u
0 0

Pait\ 't Pai\ @ (Pai)?
- D, - ron 4.1
o= (28) o wo- (B2 (59 (4.10)
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One obtains

w9 =0 (4.11)

with the boundary conditions
E=0:90)=0, ¢=mn:9(n)=0 (4.12)

After introducing the new coordinate & the interval for the coordinate has changed
from [0, 1] to [0, z]. Before trying to find a solution for the eigenfunction ¢ for
larger eigenvalues, one has to analyze the function w(¢) in greater detail: the
function w(&) has singularities at both boundaries (¢ =0, ¢ = n). However, the
function can be approximated near both boundaries with sufficient accuracy.
Sternling and Sleicher (1962) subdivided the interval into two regions (core region
and near wall region). For both regions, they determined solutions for Eq. (4.11)
and patched them together. This procedure resulted, however, in a disappointing
accuracy for the constants A;. Therefore, Sleicher et al. (1970) chose a different
approach. The interval for ¢ [0, x] is split up in three separate regions (core region,
near wall region and middle region). The solutions for the separate regions have to
be connected later to each other by expansions of the variables.”

In order to find a solution for Egs. (4.11) and (4.12) for large eigenvalues, one
can use the following expansion which is based on a perturbation method approach
(see van Dyke (1962) or Kevorkian and Cole (1981))

0~ Y 8i(k)0i(8) (4.13)
i=0

The functions J;(k) are not known a priori and have to be determined during the
analysis. In order to show more clearly the solution procedure of Sleicher et al.
(1970), these functions are introduced here from the very beginning. Later, during
the calculation procedure, we clarify why exactly this sequence of functions is
chosen for the present example

So=k'2 6=k Ink, S =k3? 6=k Ink

0y = k52, 55 = k52 (Ink)? (4.14)

Introducing Eq. (4.14) into Eq. (4.13) one obtains the following expression for
the eigenfunctions

O~k V200 + k73 Inkdy + k3209, (4.15)
+ k3P ks + k3204 + k52 (Ink)?9s

>The analysis presented here follows the excellent work of Sleicher et al. (1970). It should serve as
an example on how to solve such a difficult eigenvalue problem.
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After describing the asymptotic expansion coefficients for 4, approximations for the
function w(&) have to be derived. Because of the singularities of the function near the
boundaries, the behavior of w(¢) has to be examined separately for all three regions.

Pipe Center Region

Near the center of the pipe, the axial velocity component can also be approximated
with good accuracy by a constant value U. The distribution for a, can be
approximated for this area by a constant A. If one introduces this assumptions into
Egs. (4.9) and (4.10) one obtains:

& =nf (4.16)

wd) = e L (= -1

@ 1 &2 (4.17)

Middle Region

In this area, the function w(&) has no singularities. Since we are interested in solutions
for large eigenvalues, the function w can be neglected compared to &% in Eq. (4.11).

Near Wall Region

At the boundary (¢ = 7), the function w(&) has a second singularity. Very close to
the wall, the velocity can be approximated by i~ yy = (1 — 7). The function a,
tends to one in this region. If we introduce the above assumptions into Eq. (4.10),
we obtain for w(&) after neglecting quadratic terms

~_ P _5
W(f)N—ma 31—% (4.18)

The above expression for w(&) was first derived by Sternling and Sleicher (1962).”
Clearly, the region, where Eq. (4.18) is fully valid, is very small. Therefore,

The constant 3 is determined by the velocity distribution near the wall. The value of the constant
is obtained under the assumption of a linear velocity distribution of the form

- - 1/ du Repcy
—2v v—o (&) =%
u=stws 2 <d§1w> oo 32

where ¢y is a friction factor (Sleicher et al. 1970). If one uses a velocity distribution according to

1 (3m+1
i=2c(1— 7)™, c:i(mj +2>
m

one obtains for the constant f;
1 1+4m

b T A1+ 2m)

The reader is referred to Shibani and Ozisik (1977a) for this approach.
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Sleicher et al. (1970) used the following expression for approximating the function
w(&) in the near wall region

wil)r ————5+— (4.19)

Equation (4.19) assumes that the function w(¢) can be expanded into a Laurent
series around & = 7. Equation (4.19) contains the not yet determined constant /3.
This constant is determined during the solution process.

After having investigated the functional form of w(&) for the different regions,
the determination of the eigenfunctions from Eq. (4.11) for the three different
regions can be started.

Pipe Center Region

In the pipe center, the function w(&) is given by Eq. (4.17). Inserting this expression
into Eq. (4.11) results in
d*Vc
ds?

1

where the stretched coordinate

s =ké (4.21)

is used. The new coordinate s has the advantage that the eigenvalue does not appear
explicitly in the differential equation. Figure 4.2 shows the different coordinates and
the geometry under consideration.

Introducing the expansion defined in Eq. (4.15) into Eq. (4.20) results after
collecting terms of the same order in k in the following set of equations

d*V;c 1
1+—|¥ic=0, i=0,1,...,5 422

ds? + [ + 4s2] ¢ ! (4.22)
E=m .
=1 Near wall region

t=k(n-§)
Middle region
g
s=k¢& ]

£=0 T Pipe center region
=0 ’ ' )

Il

Center line (T=0)

Fig. 4.2 Geometry and different coordinate systems used
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Equation (4.22) can be transformed into a Bessel equation after introducing the new
function

Vic = v/slic (4.23)
The solution of this Bessel equation, which is finite for s = 0, is given by
Yic = Biv/s Jo(s), i=0,1,...,5 (4.24)
The complete solution for the pipe center region is therefore given by

Bok™ ' + Bik 32 Ink + Byk3/?
B = \/EJo(s){ 0 ) 2 (4.25)

+ B3k Ink + B4k ™/? + Bsk /> (Ink)?

From the definition of the function & in Eq. (4.10) it follows that in the pipe center
(F—0, aa=A, u=U, ®(0) = 1), the function $ will behave like

Payit\
(f —0: 19@ = ( 3 > (D,(O) = GAf (426)

where the normalizing condition for the eigenfunction ®;(0) = 1 has been used. If
one introduces now the stretched coordinate s into Eq. (4.26), one obtains in the
center of the pipe

E—0:9c(0) = /GAE =, s—0:k >V/GAs (4.27)

This expression can be compared to Eq. (4.25) for s — 0 (Jp (0) = 1). This results in

By + Bik ' Ink + Bok ™! + B3k 2 Ink + Byk ™2 + Bsk (Ink)*= VGA  (4.28)
Because Eq. (4.28) has to be valid for all %, it follows

By = VGA (4.29)
B.=0, i=1,...5

and the solution for the center region of the pipe is

Ve =k V2V/GAVs Ty (s) (4.30)
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Middle Region

In the middle region, the function w(¢) is a continuous function without singu-
larities. Because of this, w(&) can be neglected in Eq. (4.11) compared to the large
eigenvalues. After introducing again the stretched coordinate s, one obtains from
Eq. (4.11)

>y
ds?

+9y =0 (4.31)

Introducing the expansion according to Eq. (4.15) into Eq. (4.31) results, after
collecting terms of the same order in k, in the following set of equations

d*9im .
W"i'ﬁiM:Oy 120,1,...,5 (432)

The solution of Eq. (4.32) can be calculated easily and is given by

Oy = k™2 (Ko sins + Lo cos s) + k> Ink(K; sins + L, cos s) (4.33)
+ k732(Ky sins 4 Ly cos s) + k> Ink(K3 sin s + L3 cos s)
+ k32 (Ky sins 4 Ly cos s) + k> (Ink)*(Ks sin s 4 Ls cos s)
The constants K; and L;, which appear in Eq. (4.33), are yet not known. In contrast

to the constants in the solution for the pipe center, they have to be determined
during the following solution process.

Near Wall Region

For the near wall region, the function w(¢) is given by Eq. (4.19). Inserting this
expression into Eq. (4.11) results in

d*y B B
1+5 2= = 4.34
dt2+[+t2 ktﬁw 0 (4.34)
where the new stretched coordinate
t=k(n—¢& =kn—s (4.33)

is introduced. Inserting the expansion according to Eq. (4.15) into Eq. (4.35)
results, after collecting terms of the same order in k, in the following set of
equations

d20;
dﬂW [1 + %} 9w =0, i=0,1 (4.36)
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diZ;W :1 n %: Doy = %ﬁow (4.37)
T [ R =Beow 38
dzdlzgw n :1 n %: Daw = %ﬁzw (4.39)

dzdlijw i {1 +%} Isw = 0 (4.40)

The solution of the homogenous differential Egs. (4.36) and (4.40) can be obtained
in the same way as for Eq. (4.22). Introducing again the new function

Vaw = V1 Ow (4.41)
into Egs. (4.36) and (4.40) results in

Py + Wiy + (24 (By = 1/4)) P = 0 (4.42)

As it can be seen, Eq. (4.42) is a Bessel equation (see Bowman 1958). For
B, = 5/36" (this is the value used by Sternling and Sleicher (1962) for the linear
velocity distribution near the wall) one obtains

POy + 1y + (£ + 1/9)0w =0 (4.43)

This equation has the general solution
Oiw = Vt{DJ;5(t) + EJ_i ;5(1) }, i=0,1,5 (4.44)
Equation (4.44) is also the solution of the homogenous Egs. (4.37)—(4.39). A
particular solution for these equations can be constructed by using the method of

variation of constants (see Bronstein and Semendjajew 1981). This leads finally to
the complete solution for the near wall region, given by

“*For other values of B, the reader can find some solutions in Shibani and Ozisik (1977a).
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dy = kil/z\ﬁ{l)oll/s(t) + Eol_15(1)} (4.45)
+ k3P Inkt{D1J 5 (1) + EJ i 5(1) )
Do)y 3
+k_3/2\/5J1/3{7T\/§/52/< R )d;JrDz}

+ EoJ 13313

DolJi /3]
k—3/2\/EJ1/3{n\/§/32/< ORI >d2+E2}

+ EoJi331s3

DyJy 5
+k5/21nk\ﬁJ1/3{n\/§[gz/< 1173173 )df+D3}

+EJ 13013

DyJy/3]
_k—5/21nk\/fJ1/3{n\/§/;2/< 1J1/391/3 )dﬂ-Ez}

+EJ 13013
+ kB3

DoJyj33-1)3
/J1/3J—1/3 ﬂ\/g/ﬁz dr+ D, pdi
+EoJ 13 13
DoJ1/331/3 ~ _
—/J71/3J71/3 7'“/3//32 dt + Ep pdt + Dy
i + EoJ_1/3d13

— kP /31
[ DoJ1j33 173 -
/J1/3]1/3 7“/5//)’2 di+ D, bdi
+EJ_13) 13

DoJ1/3d1/3 _
,/],1/3.]1/3 ﬂ\/g/ﬁ2< d;+E2 d?+E4

+ EoJ 13013

+ K72 (I k) Vi{Dsdy3(1) + EsI-15(0) }

The constants D; and E;, appearing in Eq. (4.45) have to be determined during the
following matching procedure for the individual solutions in the different regions.

The matching of the individual solutions is done for overlapping regions, where
both solutions are still valid. Here, one increases the eigenvalue for a fixed value of
the coordinate. The matching of the solution is demonstrated for simplicity only for
the first three terms of the expansion

O~ k290 + k732 In k) + k320, (4.46)

This has the advantage that the basic ideas behind the matching procedure of the
solutions can be shown clearly. The algebra involved by using the expression given
by Eq. (4.15) is much more complicated and does not contribute to a better
understanding of the method (see also Sleicher et al. 1970).



102 4 Analytical Solutions for Sturm ...

From the previously obtained solution for ¥, Eq. (4.33), it is clear that trigo-
nometric functions have to be matched within the solution process. Because of this
fact, it is important to investigate the approximation of these functions in greater
detail. As it is already known, trigonometric functions have an amplitude, a fre-
quency and a phase shift. The question now is whether, in approximating these
functions, a small error in amplitude or phase shift (for a given frequency) is
allowed. Figure 4.3 shows a function g and two different approximations for this
function (g; and g,). For g;, a small deviation in amplitude is allowed compared to
g, whereas for g,, a small phase shift is allowed compared to g.

It can be seen clearly that the function g, represents a good approximation of g,
even though the amplitude of g, is slightly wrong. On the other side, the function g,
does not approximate g very well, because the difference in the phase shift leads to
large errors. This shows clearly that for the matching procedure the phase shift has
to be matched always exactly. Small deviations in the amplitude can be allowed,
because they lead to satisfactory approximations of the functions. Because we
found already a complete solution for 9J¢, it is consequent to start the process with
the two functions Y¢ and Jy,.

If we investigate Eq. (4.30) for very large values of the eigenvalue, the following
asymptotic expansion for the Bessel function can be used (Gradshteyn and Ryzhik
1994)

m |N=R(=1)" T(i+2n+1/2)
o) 2 COS(”E’_Z) LO (25)™" (2n)!F(i—2n+1/2)+Rl]
+ilS) =\
s , n. w2 (-1)" (i +2n+3/2)
_S‘“(“FE’_Z) ;(ZS)M Qntr )iTi—m—1/2) T ®
(4.47)
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Fig. 4.3 Influence of a phase shift and a changed amplitude for a trigonometric function
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where the two quantities R; and R, denote the truncation errors of the sums in
Eq. (4.47). These errors are of the order of M. Using Eq. (4.47), the distribution in
the center region of the pipe, given by Eq. (4.30), can be approximated for large
eigenvalues by

Je = kl/zwg{cos(s —n/4) —i—%sin(s - n/4)} (4.48)

If one now equates Eqs. (4.48) and (4.33) (which are the solutions for the center
region and the middle region), one obtains an equation for determining the
unknown constants K; and L;

2GA 1
UT{cos(s —n/4) + 8—sin(s — n/4)} = Kosins + Locoss (4.49)
o 00000

Ink 1
—&-HT{Kl sins + L; coss}—i-%{Kgsins—&-choss}

As stated before, only terms up to the order 0(k‘3/ 2) are considered here for
simplicity. As it can be seen from Eq. (4.49), the coordinate s appears only for the
underlined term in the amplitude. The stretched coordinate s, rewritten as a function
of the second stretched coordinate #, according to Eq. (4.35), is s =kn —1t.
Matching of the two solutions ¢ and ), has now to be done for a fixed value of 7.
This means that s tends to kx for large values of k. This means also that the
amplitude 1/(8s) in Eq. (4.49) can be approximated by 1/(8km). Applying the
addition theorem for trigonometric functions, one obtains from Eq. (4.49)

GA . | .
\/7{coss+sms—l—%g[sms—coss]} = Kpsins (4.50)

Ink . 1 .
+Locoss+T{K1 sins + L; cos s} —l—%{Kzsms—i—choss}

Comparing the terms in Eq. (4.50) which are of order 1 results in

Ko=Lo—1/2A (4.51)

T
Comparing terms in Eq. (4.50), which are of the order 1/k Ink and 1/k leads to

Ki=L =0 (4.52)

(4.53)
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After the constants K; and L; have been determined, the solution for the middle
region can be matched to the solution for the near wall region. This gives us the
unknown coefficients D; and E;. In order to do this, the Bessel functions, appearing
in Eq. (4.45), have to be approximated for large eigenvalues by the series expan-
sion, Eq. (4.47). This leads, after equating the solutions for the near wall region and
the middle region, to the following expression

Do{cos(t —5n/12) + %sin(l - 577:/12)} (4.54)

+ Eo{cos(t —7/12) +%sin(r - n/lQ)}

1
X nTk{Dl cos(r — 5m/12) + E; sin(z — 5n/12)}

+ % {COS(t —5n/12) [D2 - (B\Z/I;O * l?/?) " t] }

- % {cos(l —1/12) [Ez - (ﬁfgo + /32_\/?) In z} }

1
= \/g{Kosins—&—Locoss—k%(Kzsins—l—choss)}

From Eq. (4.54), it is immediately clear why the expansion given in Eq. (4.15)
contained also logarithmic terms. These terms are needed, because in the asymp-
totic expansion of the solution for the near wall region, ¥y, such terms are present if
w(&) is approximated by Eq. (4.19). Now the matching procedure works exactly as
explained before for Eq. (4.49). The relation between the two stretched coordinates
s and ¢ is given by Eq. (4.35). The two solutions ¥y and ¥}, have to be matched for
a fixed value of s and for k — oo. This means that in the amplitude ¢ can be
replaced by kz and In(¢) by In(k). However, as pointed out before, these simplifi-
cations are only possible for the amplitude of the function. It must not be done for
the phase shift. After selecting terms of order k° in Eq. (4.54), we obtain

Dy cos(t — 5n/12) + Eycos(t — 5n/12) (4.55)

2 [Ko sin(km — 1) + Lo cos(km — 1))

I

Using the addition theorem for the trigonometric functions, one obtains the two
unknown constants D, and Ej as

4GA\ '/?
D() = (3> Sin(kn — TC/3), (456)

4GA\ /2
E0:—<%> sin(kn — 27/3)
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Selecting terms of the order k= Ink in Eq. (4.54) leads to

1/2
Dy =p, (%) cos(kn — /3), (4.57)
1/2
E =0, <%> cos(km — 2m/3)

Finally, equating terms of the order k~! in Eq. (4.54) results in

12
Dy = — <%> cos(kn — m/3) <1;_n + f,1In 77:), (4.58)

GA\ ' 7
E,=— <T) cos(km — 2m/3) (m—}— By 1n n)

After this, all the unknown constants have been determined. If the six term
expansion is used instead of the three term expansion, the remaining constants K;,
L;, D, E;, i =3, 4,5 can be determined in the same way. For this constants one
obtains (see Sleicher et al. (1970))

1 [GA
Ks=L; =0, Ki=L=—5\— Ks=Ls=0 (4.59)
T Y
By (GA\' 7
D3 = >\ 3 sin(kn — 7/3) 18n+ﬁ21n7r ) (4.60)
By (GA\' 7
E;y = >3 sin(kn — 21/3) 187r+ﬂ21nn
b — (G4 e — 3y (B2 4 121 +7ﬁ21nn+(/321nn)2 @61)
“T 7\ ) VTN 0 T 129672 T 36 s )
GA\'* B, 121 7IpInm  (B,Inn)’
E4<3> sin(kn = 22/3)( 32t 12062 T 36n T 4
2 1/2
Ds = % (%) sin(km — 7/3), (4.62)
2 1/2
Es = % (%) sin(kr — 27/3)

After the eigenfunctions are completely known, the eigenvalues can be calculated
by setting the eigenfunction, Eq. (4.45), at the pipe wall equal to zero. One obtains
Ink 1

Ey+—E, —-E;, =0 4.63
0+ X 1 X 2 ( )
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For evaluating the eigenvalues, only three terms of the series have been considered
here, because this guarantees a satisfactory accuracy (Sleicher et al. 1970). If one
introduces the expressions for the constants E;, one finally obtains the following
equations for determining the eigenvalues

2n Ink 1/ 7
Ztal‘l(kﬂi—?>—7/324-%(@"‘1‘[3211‘175) =0 (4.64)

Equation (4.64) is an implicit equation for determining the eigenvalues. Sleicher
et al. (1970) used several approximations to derive an explicit equation. As a final
result they obtained

2 N B, In(jm + 2n/3) +7/(187)
3 2n(j +2/3)

The constants A;, which appear in the temperature distribution, Eq. (3.55), can be
evaluated from the integrals of the eigenfunctions given by Eq. (3.57).

Alternatively, one can derive from the orthogonality of the eigenfunctions the
following equation for the constants A;

e

_ 4.66
1T (4.66)

z

If Eq. (4.66) is applied to the solution for the near wall region, Eq. (4.45), one
obtains

—1)T(2/3)3/3v1/6 1 1
Gl/sm/mkj 3531/6 ki \2n 6m

For the determination of the constants A;, the complete six term expansion has
been used. For technical applications, the engineer may be interested only in the
distribution of the Nusselt number. As it can be seen from Eq. (3.69), only the
product Aj(D]'.(l) = M; appears in this equation. The quantity M; can be predicted
using the six term expansion

~T/3)V" [1 1 (&

7
P = Inkit — 1 — 4.68
! G2/37zk}/331/61“(4/3) kj? 271 ( & ) + 36n2)] ( )

As it can be seen from the Egs. (4.67) and (4.68), the unknown constant f, is
still part of the solution. Sleicher et al. (1970) proposed that the constant 3, should
be evaluated in such a way that the numerically predicted eigenvalues for j = 3 are
identical to the asymptotic expressions given above (see Notter and Sleicher (1972)
for tabulated values of f3, for different Reynolds and Prandtl numbers). This pro-
cedure has the advantage that one receives a continuous spectrum of eigenvalues
and constants. However, there is the disadvantage, that the asymptotic behavior is


http://dx.doi.org/10.1007/978-3-662-46593-6_3
http://dx.doi.org/10.1007/978-3-662-46593-6_3
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enforced even though it may not be correct at such low values of j. On the other
hand, Egs. (4.67) and (4.68) show that the term containing the constant 3, decays at
least like k=2 Inkn. This means that the expressions for the constants are always
correct for very large values of j, independently from the used value of f,.

In the following section, the asymptotic values are compared to numerical cal-
culated values for the Sturm-Liouville system. This is done first for the case of a
circular pipe with constant wall temperature and hydrodynamically fully developed
turbulent internal flow. The second case shows an application of the method to
another problem (heat transfer in an axially rotating pipe).

4.1 Heat Transfer in Turbulent Pipe Flow with Constant
Wall Temperature

As stated before, the here considered case of a hydrodynamically fully developed
turbulent pipe flow subjected to a constant wall temperature is exactly the one for
which Sleicher et al. (1970) developed their asymptotic method. Before comparing
the values from the asymptotic expansion to our numerical calculations, it is
important to understand first for which combinations of Rep and Pr a large number
of eigenvalues is needed for correctly predicting the distribution of the Nusselt
number correctly. Figure 4.4 shows the influence of the Prandtl number on the
length of the thermal entrance region for a turbulent flow in a duct and for a given
value of the Reynolds number. It can be seen that with increasing values of the
Prandtl number the length of the thermal entrance region decreases dramatically.
This shows nicely that for high Prandtl numbers, the value of the fully developed
Nusselt number Nu, is sufficient to describe the heat transfer problem. On the other

1.50 :
Rep = 500000

1.40-

1.30 -
98
LS- 3
<1 Pr =0.015
1.20 0.700
7.000
110
1.00 : : :
0 5 10 15 20 25 30
X
D

Fig. 4.4 Influence of the Prandtl number on the distribution of the Nusselt number in the thermal
entrance region of a turbulent flow in a duct
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hand, it can be seen that for fluids with relatively low Prandtl numbers (for example
for liquid metals (Pr < 0.1)) a lot of eigenvalues are necessary for correctly
describing the distribution of the Nusselt number in the thermal entrance region.
Because of this fact, the focal point of the following study is set on flows with low
Prandtl numbers. Sleicher et al. (1970) did not show, for the case of a constant wall
temperature, how the asymptotic expressions for 4;, A;, and M; compare to
numerical predictions of the problem. However, such a comparison is very useful in
order to gain confidence in the method shown before. For the first calculations, the
value of f3, is set to zero in Egs. (4.65), (4.67) and (4.68). For the calculation of the
eigenvalues only the simple expression k; = j + 2/3 has been used. The case f, =
0 presents the maximum deviation between numerical results and the analytical
solution and is, therefore, very important. In order to minimize the error in the
numerical calculations, all calculations have been performed with very fine grids
(1000-1500 grid points in the radial direction, see Appendix C for a description of
the numerical method). In addition, the constants A; have been calculated separately
from Eq. (3.57) and from (4.65). Tables 4.1 and 4.2 show comparisons of the
eigenvalues As, 419, 420 and the constants M5, M|y, M5, for different Prandtl num-
bers. It can be seen that the eigenvalues can be predicted quite accurately for all
Prandtl numbers by using the simple approximation k; = j + 2/3. The maximum
deviation between numerically calculated eigenvalues and this simple expression is
about 3 %. For the constants M;, which are used in calculating the Nusselt number,
the behavior is different. Here, the analytical value for M5 is only for the smallest
Reynolds number under investigation in fairly good agreement with the numerical
calculation. This is not very suprising, because Eq. (4.68) should be correct for
large eigenvalues only (This can be proven by calculating for example Myq
numerically and by the asymptotic expression. For these values only a deviation
between the numerically predicted values and the asymptotic approximation of
about 0.5 % is found). The analytically predicted values for M, are found to be in
fair agreement with the numerical predictions. Instead, for Pr = 0.7, larger devia-
tions can be noticed. However, this is not such a problem, because the length of the
thermal entrance region is decreasing with increasing Prandtl numbers and there-
fore, the impact of the higher eigenvalues and constants on the distribution of the
Nusselt number in the thermal entrance region are not so important as for lower
Prandtl numbers.

After showing the maximum deviations between the numerical calculations and
the asymptotic expressions derived by Sleicher et al. (1970), it is now interesting to
see how much the asymptotic analysis can be improved, if the value of f3, is
adapted for j = 5.

SSleicher et al. (1970) used j = 3 for adapting their asymptotic results to numerically predicted
values for the constants. However, a numerical study showed that matching the asymptotic results
for j = 3 leads to less accurate results compared to the choice j = 5. The reason for this is that one is
using the asymptotic formulas in a region (j = 3) where they are not valid.
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Table 4.1 Comparison
between numerically
predicted eigenvalues and the
asymptotic approximation for
Br=0
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As 410 420

Pr = 0.004: Rep = 20,000

Numerical 17.4214 32.6512 63.1556

Analytical 17.3215 32.5907 63.1363
Rep = 50,000

Numerical 17.8378 33.3973 64.5417

Analytical 17.6861 33.2766 64.4650
Rep = 100,000

Numerical 18.5022 34.6224 66.8782

Analytical 18.3134 34.4568 66.7514

Pr=0.02: Rep = 20,000

Numerical 17.8526 33.4928 64.8291

Analytical 17.7860 33.4646 64.8294
Rep = 50,000

Numerical 21.5694 40.3435 779191

Analytical 21.3428 40.1568 77.7938
Rep = 100,000

Numerical 25.7941 48.1753 92.9565

Analytical 25.4343 47.8550 92.7071

Pr=0.2: Rep = 20,000

Numerical 30.3566 56.7416 109.5787

Analytical 29.9993 56.4441 109.3464
Rep = 50,000

Numerical 59.0931 110.2750 212.3409

Analytical 57.9515 109.0365 211.2310
Rep = 100,000

Numerical 80.9672 151.2447 291.1758

Analytical 79.3562 149.3097 289.2503

Pr=0.7: Rep = 20,000

Numerical 58.2822 108.1118 207.8779

Analytical 56.6920 106.6666 206.6399
Rep = 50,000

Numerical 122.3031 227.8361 437.2618

Analytical 118.8246 223.5699 433.1108
Rep = 100,000

Numerical 166.9422 312.3776 600.0760

Analytical 162.7946 306.2999 593.3795
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predicted constants M; and the Pr = 0.004: Rep = 20,000
asymptotic approximation for ~Numerical 1.4742 1.2873 1.0589
pr=0 Analytical 1.5135 1.2265 0.9841
Rep = 50,000
Numerical 1.6047 1.4745 1.2972
Analytical 1.9278 1.5623 1.2534
Rep = 100,000
Numerical 1.7010 1.5969 1.4591
Analytical 2.3599 1.9124 1.5344
Pr=0.02: Rep = 20,000
Numerical 1.3670 1.1360 0.8951
Analytical 1.3088 1.0607 0.8510
Rep = 50,000
Numerical 1.9253 1.7012 1.4829
Analytical 2.3303 1.7708 1.4207
Rep = 100,000
Numerical 2.2782 2.0945 1.8812
Analytical 2.9376 2.3807 1.9010
Pr=0.2: Rep = 20,000
Numerical 1.8241 1.5246 1.2175
Analytical 1.8546 1.5029 1.2058
Rep = 50,000
Numerical 3.6070 3.2018 2.7545
Analytical 4.2530 3.4466 2.7652
Rep = 100,000
Numerical 5.1689 4.3931 3.9156
Analytical 6.2727 5.0834 4.0784
Pr=0.7: Rep = 20,000
Numerical 2.4726 2.2432 1.8339
Analytical 2.8348 2.2973 1.8431
Rep = 50,000
Numerical 4.3090 4.5051 4.3173
Analytical 6.8644 5.5629 4.4631
Rep = 100,000
Numerical 5.9864 5.6555 5.9483
Analytical 10.1275 8.2073 6.5848

Table 4.3 shows a comparison between numerically predicted values for M,
M5 and M, for the two Reynolds numbers Rep, = 50,000 and Rep, = 100,000. The
values for Rep = 10,000 are not shown, because the agreement for these low
Reynolds numbers was already good, even so f3, was set to zero. As it can be seen
from Table 4.3, the agreement between the numerically predicted constants and the



4.1 Heat Transfer in Turbulent Pipe Flow with Constant Wall Temperature 111

ones from the asymptotic approximation is generally quite good. It can also be seen
that matching the values for j = 5 results in a great improvement in the accuracy.
The only values where the agreement is still not fully satisfactory, are the ones for
Pr = 0.7 and Rep = 100,000. However, for this value of the Prandtl number, the
distribution of Nu/Nu,, is not much influenced by the Reynolds number (see for
example Kays et al. (2004)). Therefore, the distribution for Nu/Nu,, could be
approximated by the one for Rep = 50,000, where Nu,, has to be taken for the
correct Reynolds number.

Because of the limited computer power available in the 1970s, the comparison
shown here between numerical calculations and the asymptotic expansions has
hardly been possible at the time when the asymptotic method has been developed
(Sleicher et al. 1970). However, the comparison elucidates very nicely that only the
first five eigenvalues need to be calculated numerically. The higher eigenvalues and
related constants can than be obtained quite accurately from the asymptotic
approximations. The here shown comparisons also give high confidence into the
asymptotic approximations developed by Sleicher et al. (1970) by using a pertur-
bation method.

predicted constants M; and the Pr = 0.004: Rep = 50,000
asymptotic approximation for ~Numerical 1.4745 1.3769 1.2972
a value of f8, so that Ms is Analytical 1.4711 1.3332 1.2301
equal Rep = 100,000
Numerical 1.5969 1.5214 1.4869
Analytical 1.7264 1.5982 1.4869
Pr = 0.02: Rep = 50,000
Numerical 1.7012 1.5804 1.4829
Analytical 1.6832 1.5183 1.3984
Rep = 100,000
Numerical 2.0945 1.9751 1.8812
Analytical 2.0945 2.0101 1.8625
Pr=0.2: Rep = 50,000
Numerical 3.2018 2.9606 2.7545
Analytical 3.2643 2.9497 2.7187
Rep = 100,000
Numerical 4.3931 4.1307 3.9156
Analytical 47718 4.3312 3.9989
Pr=0.7: Rep = 50,000
Numerical 4.5051 4.5116 4.3173
Analytical 4.8415 4.5670 4.2790
Rep = 100,000
Numerical 5.6555 5.9204 5.9483
Analytical 7.0383 6.6904 6.2864
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4.2 Heat Transfer in an Axially Rotating Pipe
with Constant Wall Temperature

The shown analytical method for calculating larger eigenvalues and constants is
now applied to the case of heat transfer in an axially rotating pipe with a hydro-
dynamically fully developed, turbulent velocity profile. In order to do this, one has
to notice that the correct velocity gradient at the wall is 2V for the case of the axially
rotating pipe. Sleicher et al. (1970) expressed the velocity gradient at the wall as a
function of the friction coefficient for a fully developed turbulent pipe flow without
rotation. Using this assumption in the present case would lead to wrong answers for
the asymptotic eigenvalues and constants. This is due to the fact, that in the case of
the axial rotating pipe the friction coefficient is influenced by the system rotation
and the laminarization of the flow field. However, if we apply the definition of
V and use the results from Chap. 3 and Appendix B for the hydrodynamically fully
developed pipe flow in an axially rotating pipe, the correct asymptotic constants and
eigenvalues can be predicted. It should also be mentioned here that the constant 5,
attains the value 5/36 as long as the velocity gradient at the wall is assumed to be
linear. This is, of course, also a suitable choice for the flow in an axially rotating
pipe.

In Chap. 3.3, the heat transfer in an axially rotating pipe has been discussed
extensively. However, it is noteworthy mentioning that the laminarization of the
flow in the pipe increases with increasing values of the rotation rate
N = wy/u = Re,, /Rep. This leads to decreasing values of the Nusselt number for
increasing values of N.

In a first attempt, the value of f8, in the asymptotic expressions for the eigen-
values and the constants is set to zero in order to estimate the maximum deviation
between numerically predicted values and the ones from the analytical theory.
Again, the eigenvalues are predicted by the simple expression k; = j + 2/3 from
Eq. (4.65). The results obtained are reported in Table 4.4, where comparisons are
shown for Pr = 0.71 and different values of Rep and N. It can be seen that the
numerically predicted eigenvalues are in very good agreement with the analytical
predictions, even for larger values of the rotation rate. This result is at a first glance
somewhat surprising, because for larger N, the flow laminarizes and finally for
N — oo it approaches the behavior of a laminar pipe flow. This means that for
N — ooa, — 1 and & — 2(1 — 7). If we investigate the analytic expression for
the larger eigenvalues according to Eq. (4.65), it can be seen that one obtains for /;

Jj = ﬁ <j + i) (4.69)

The quantity G, which appears in Eq. (4.69), is defined by Eq. (4.9). Replacing
the quantity a, by one in the definition of the function G and the velocity
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Table 4.4 Comparison
between numerically
predicted eigenvalues and the
asymptotic approximation for
f, = 0 for an axially rotating
pipe (Pr = 0.71)

As 410 420

Rep = 5000: N=1

Numerical 37.4548 70.1148 135.2362

Analytical 36.9167 69.4903 134.6374
N=3

Numerical 239176 44.9527 86.9393

Analytical 23.7882 447778 86.7571
N=5

Numerical 18.9059 35.5338 68.7749

Analytical 18.8431 35.4693 68.7218

Rep = 10,000: N=1

Numerical 47.6343 89.3193 172.2480

Analytical 46.9711 88.4161 171.3063
N=3

Numerical 28.1981 53.0729 102.6860

Analytical 28.0821 52.8605 102.4171
N=5

Numerical 20.6890 38.9011 75.2881

Analytical 20.6180 38.8104 75.1951

Rep = 20,000: N=1

Numerical 61.4338 115.5300 222.8338

Analytical 60.7089 114.2756 221.4090
N=3

Numerical 34.3362 64.7308 125.3610

Analytical 342711 64.5103 124.9887
N=5

Numerical 23.3372 43.9092 85.0086

Analytical 23.2725 43.8070 84.8761

Rep = 50,000: N=1

Numerical 87.4261 165.2109 319.0354

Analytical 86.8290 163.4429 316.6706
N=3

Numerical 46.4773 87.7990 170.3082

Analytical 46.5653 87.6524 169.8265
N=5

Numerical 29.0058 54.6220 105.8197

Analytical 28.9729 54.5373 105.6660
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distribution by the one for a hydrodynamically fully developed laminar pipe flow,
we obtain

1
G:l/vl —?Zd?:iarcsin(l) 1 (4.70)
i 27 4
0
Table 4.5 Comparison | —M; -My, —Msy
between numerically
predicted constants M; and the Rep = 5000: N=1
asymptotic approximation for ~Numerical 1.5102 1.3339 1.1157
B, = 0 for an axially rotating ~ Analytical 1.7269 1.3986 1.1219
pipe (Pr = 0.71) N =3
Numerical 1.0368 0.8485 0.7024
Analytical 1.0918 0.8843 0.7093
N=5
Numerical 0.8287 0.6778 0.5488
Analytical 0.8451 0.8451 0.6844
Rep = 10,000: N =
Numerical 1.8785 1.6993 1.4754
Analytical 2.3237 1.8820 1.5097
N=3
Numerical 1.2784 1.0065 0.8370
Analytical 1.3429 1.0877 0.8725
N=5
Numerical 0.9212 0.7422 0.6048
Analytical 0.9416 0.7626 0.6118
Rep = 20,000: N=1
Numerical 2.4120 2.1686 1.9620
Analytical 3.2109 2.6006 2.0861
N=3
Numerical 1.7083 1.2660 1.0244
Analytical 1.7340 1.4044 1.1266
N=5
Numerical 1.0992 0.8583 0.6877
Analytical 1.0972 0.8887 0.7129
Rep = 50,000: N=1
Numerical 3.6757 2.9977 2.8559
Analytical 5.0721 4.1080 3.2953
N=3
Numerical 2.8233 1.8908 1.4061
Analytical 2.5829 2.0920 1.6781
N=5
Numerical 1.5958 1.1845 0.8982
Analytical 1.4593 1.1819 0.9481




4.2 Heat Transfer in an Axially Rotating Pipe with Constant Wall Temperature 115

If we insert this value of G into Eq. (4.69), we obtain from Eq. (4.69) exactly the
asymptotic expression of the eigenvalues for laminar pipe flow, Eq. (4.1), which has
been predicted by Sellars et al. (1956) (the same behavior can be shown also for the
constants M).

As it can be seen from Table 4.5, the numerically predicted values for M; (j =5,
10, 20) for N = 3 and N = 5 are in good agreement with the analytical predictions.
However, for N = 1, larger deviations between the numerically predicted values for
M; and the analytical approximation can be noticed. For a Reynolds number of
50,000, the largest deviation occurs for N = 1. Here the analytically predicted value
for M is about 38 % different to the numerically predicted value. For this case, the
analytically predicted value of M, is still out by about 15 %.

Following the approach of the last paragraph, we can determine again the value
of the constant f, by enforcing the analytical values of Ms to be the same as the
numerically calculated values. By doing so, it can be noticed from Table 4.6, that
the agreement between the numerically predicted constants and the analytical

g‘atble 4.6 Corppalllrison | My —M,5 | My
etween numerica
predicted constants yMj and the Rep =3000: N=
asymptotic approximation for ~ Numerical 1.3339 1.2104 1.1157
a value of f5, so that Ms is Analytical 1.3376 1.2027 1.1063
equal (axial rotating pipe, N =3
Pr=071) Numerical 0.8485 0.7613 0.7024
Analytical 0.8688 0.7709 0.7054
Rep = 10,000: N=1
Numerical 1.6993 1.5777 1.4754
Analytical 1.7565 1.5987 1.4776
N=3
Numerical 1.0965 0.8999 0.8370
Analytical 1.0695 0.9486 0.8679
Rep = 20,000: N=1
Numerical 2.1686 2.0661 1.9620
Analytical 2.3754 2.1856 2.0286
N=3
Numerical 1.2660 1.1057 1.0243
Analytical 1.3972 1.2323 1.1247
Rep = 50,000: N=1
Numerical 2.9977 2.9370 2.8559
Analytical 3.7143 3.4353 3.1948
N=3
Numerical 1.8908 1.5604 1.4061
Analytical 2.1599 1.8712 1.6954
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approximations is strongly improved. Exceptions occur for N = 1 and
Rep = 50,000, where still larger deviations can be noticed. However, even for this
case, the deviations reduce from former 38 % for M, to about 24 % and for the
value of My from 15 % to about 11 %.

This shows very nicely that the method of Sleicher et al. (1970) can be used
quite easily for other related problems. It should also be kept in mind that, for the
case of an axially rotating pipe, usually much more eigenvalues and constants are
needed than in the case of a fully turbulent flow without rotation. This is due to the
effect of flow laminarization, which tends to increase dramatically the thermal
entrance region (see also Chap. 3). Therefore, the usage of asymptotic values for the
eigenvalues and the constants M; is very beneficial and results in a great simplifi-
cation for this case.

4.3 Asymptotic Expressions for Other Thermal Boundary
Conditions

Several authors have used the method of Sleicher et al. (1970) in order to obtain
asymptotic expressions for related problems involving turbulent internal flow with
other boundary conditions than a constant wall temperature. Since the mathematical
approach is similar to the one presented in detail in this chapter, only the resulting
expressions for the eigenvalues and the constants are reported here. For the case of
a constant heat flux at the pipe wall, Notter and Sleicher (1971) obtained the
following expressions for the eigenvalues and the constants

1 37/6G?/3T'(4/3
k=j+3- 4/3) e (4.71)
3 4nVIBT(2/3)(+ 1/3)
a (71)]4134/361/31'*(4/3) B 32/3G2/3F(4/3) @)
! V2ARVY/ok 41T (2/3)i
7/6 2/3
A1) = 37/621°(4/3) /- 3231(1/3) -
nV1BG-23T(2/3) (k) 4G-23VIBT(2/3) (k)
3231 (4/3 11 7
x 1+ (4/3) 7t <ﬁ21n(kjn) +—)
4V13G-2T(2/3) (k)7 ki2v3 187
(4.73)

Notter and Sleicher (1971b) compared their analytical results for the eigenvalues
and the constants according to Eqgs. (4.71) and (4.73) with numerical calculations
for j = 4 and found good agreement for Pr < 0.06.
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The case of a convective cooled wall is a more general case than the two above
considered cases of constant wall temperature and constant wall heat flux. For this
case, the eigenvalue problem is given by

d

= {?az(?) ddi;’] +7a(7) 1 ®;(7) = 0 (4.7)

with the boundary conditions

(4.74)

NS

0:@'(0) =
1:

0
@'(1) 4+ Bid(1) =0

+

and with the Biot number defined by Bi = hR/k. For Bi — 0 one obtains from
Eq. (4.74) the constant wall heat flux case, while for Bi — oo one obtains the case
of a constant temperature at the pipe wall. For the case of a convective cooled pipe,
Sadeghipour et al. (1984) derived asymptotic expressions for the eigenvalues and
constants. For their analysis, they assumed a turbulent velocity profile according to

~ 1 /m N 1 3m + 1
i=2c(l=7)"" c—4( - —|—2> (4.75)
This means that the following expressions cannot be used for the heat transfer in an
axially rotating pipe. However, Eqgs. (4.71) and (4.73) (for the case of a constant
wall heat flux) can be used also for the case of an axially rotating pipe, because in
these equations the velocity gradient at the wall, 2V, has been used. This value
needs only to be adopted, as it was discussed in the previous section.
The asymptotic expressions by Sadeghipour et al. (1984) are

2

(=1) (wcose + wcos ey 1-2y
ki = T o B> In(kjm) + 5 (4.76)
i

ittt
J 2 ')a)—i—l

where the following abbreviations are used

m T T
V—m» lpl*i“'*’/)a '//2*5(1_7)7 (4.77)
Slzkjﬁ—l//l, 82=kjﬂ—lﬂ2
o 1+y (Bi—1/2) (4.78)

T (Vek/6)”
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2y
4Bi 2m+1G I(l1+y)
A1) = 2, [(Z225Y) ) Y 4.79
D) n/q( (mﬂkj)) ri—) (479)
—sing +2ng (%4— By ln(kjn)) cOS &
cos & + wcos g + St + 52
4 J
14 2v2 4
ap = < ';nv Jr[321n(kj7z)>(5in.s2 + wsinegy) +;Vsin82 (4.80)
3/1-22
ap = _ﬁ2+5 o + By In(ki) | | (cos e + wcosey) (4.81)

1—2v?
_ 2v< ! + f,1n (kﬂr)) COS &
T

Based on the approach by Sleicher et al. (1970) and Notter and Sleicher (1971)
Weigand and Bogenfeld (2014) predicted asymptotic expressions for the eigen-
values and constants for an axially rotating pipe with a convective boundary con-
dition as given by Eq. (4.74). Because the axial velocity profile was not prescribed
by an approximation, the obtained analytical expressions are valid for different axial
velocity profiles. Detailed comparisons are shown in Weigand and Bogenfeld
(2014) with a numerical solution of the eigenvalue problem. Similar to Sect. 4.2
detailed comparisons between analytically and numerically predicted eigenvalues
and constants are presented for various Biot numbers and various rotation rates of
the pipe. Also the case of a non-rotating pipe is included. The comparisons between
analytically and numerically predicted values, which have been made for small
Prandtl numbers, show very good agreement. For the asymptotic eigenvalues the
following equation was obtained

V3+k1(1/24 C)) (i + B In(kn))
1+2C, — k7 'V/3/2(= + B, In(k;m))

1

3 (4.82)

kj:]+

1
+ —arctan
T

with the quantity C; given by

KPVIBT(2/3)
C = / (4.83)
(3G)*°I'(4/3)(Bi — 1/2)

This implicit equation for the asymptotic eigenvalues k; could be approximated by
the very simple following equation

i1
Bi 3

2 4.84
(3 + j*/5Bi)Bi (4.84)

1
P
j=j+3+
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It was shown that the simple approximation equation, given by Eq. (4.84),
agrees very well with the exact Eq. (4.82) for various Biot numbers and different
Reynolds numbers and rotation rates. Asymptotic expressions for the constants
A;®;(1) have also been derived. The reader is referred to the paper of Weigand and
Bogenfeld (2014) for more details on this.

Problems

4-1 Consider the heat transfer for laminar pipe flow. The eigenvalue problem for
the heat transfer in the thermal entrance region is given by

Fdr | dr

td [~d®’] +2(1-P)0; =0

with the boundary conditions

0 —~:0
r

d
1:=0

~t
Il

~
I

Show by introducing the quantities defined by Egs. (4.9) and (4.10) that the
problem can be reduced to the form given by Eqgs. (4.11) and (4.12).

4-2 Consider the heat transfer in a parallel plate channel with distance 2 h between
the two plates. The flow is laminar and hydrodynamically fully developed.
The velocity profile is given by

=3(-6)

The problem can be described by the following partial differential equation

_00 9’0
u—— ——
Ox  Oy?
and the boundary conditions

x=0:0=1

00

y=0: —=0

y By

y=1:0=0

Use the FORTRAN program reported in Appendix C to calculate the eigen-
values for this problem. Plot the first 100 eigenvalues ij? as a function of j.
Provide an equation for large eigenvalues from the plotted results.



Chapter 5
Heat Transfer in Duct Flows for Small
Peclet Numbers (Elliptic Problems)

In Chaps. 3 and 4, we have been concerned with heat transfer in hydrodynamically
fully developed flows in pipes or planar channels. There we made the assumption
that the axial heat conduction within the fluid can be ignored. This assumption
implies that the Peclet number (Pep = Rep Pr) for the problem under consideration
is large enough. If one neglects the axial heat conduction term in the energy
equation, the partial differential equation (3.5) changes its type from elliptic to
parabolic. This means that the original energy equation (3.5) is elliptic, whereas the
simplified equation (e.g. Eq. (3.14)) is parabolic. This has the consequence that a
boundary condition for the parabolic problem has to be prescribed at the entrance
into the heated section at x = O (see Fig. 3.1). This shows clearly, that for parabolic
problems no information can be transferred upstream of the heated zone into the
unheated zone (x<0). As stated above, this is a good approximation, if the Peclet
number is large (Pep > 100) and thus axial heat conduction effects in the fluid can
be neglected. However, for several technical applications the Peclet number is
small, so that the axial heat conduction within the fluid has to be taken into account.
A typical situation for this case is a compact heat exchanger using liquid metals as
working fluid. For liquid metals, the Prandtl number is very low (0.001 < Pr <0.1)
and therefore the Peclet number may attain very small values. In addition to the
above mentioned example, there exist other types of applications, where one has to
include the effect of axial heat conduction within the fluid, even for larger Peclet
numbers. These are applications where the heating section is restricted in length as,
for example, in cooling systems for electronic components or in chemical process
lines.

The present chapter concentrates on the analytical treatment of such problems.
Because of their similarity to the Graetz problems considered in the previous
chapters, the problems under consideration are often denoted as “extended Graetz
problems”. However, the mathematical treatment of these problems is much more
complicated than the one for the parabolic problems as discussed later in more detail.
In the following section, a short literature overview is given in order to show the
work which has been done in the past on this subject. Many investigations have been
carried out which deal with the solution of the extended Graetz problem for ther-
mally developing laminar flow in a pipe or in a parallel plate channel. Good literature
reviews on this subject are given by Shah and London (1978) and by Reed (1987).
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Many of the solutions for the extended Graetz problem, provided in the above review
articles, are based on the fundamental assumption that the solution of the problem
has the same functional form as in the Graetz problem without axial heat conduction.
This approach results in a non self-adjoint eigenvalue problem with eigenvalues that
could, at least in principle, be complex and eigenvectors that could be incomplete.
Several strategies have been developed in the past to overcome this problem. Hsu
(1971b) constructed the solution of the problem from two independent series solu-
tions for x < 0 and x > 0. Both, the temperature distribution and the temperature
gradient were then matched at x = O by constructing a pair of orthonormal functions
from the non orthogonal eigenfunctions by using the Gram-Schmidt orthonormal-
ization procedure (see e.g. Broman 1970 for an explanation of the method). Hence
this method is clearly plagued with the uncertainties arising from an expansion in
terms of eigenfunctions belonging to a non self-adjoint operator (in order to obtain a
solution by the Gram-Schmidt orthonormalization procedure a coupled system of
equations has to be solved). Despite these disadvantages, the technique of deriving
the solution from two independent solutions for the different regions (x <0, x > 0)
and matching the resulting expressions for x = 0 has been used by several authors in
the past. The reader is referred to the work of Hsu (1970), Bayazitoglu and Ozisik
(1980), Vick et al. (1980) and Vick and Ozisik (1981). Jones (1971) used a Laplace
transform technique for the elliptic energy equation for laminar pipe flow. A com-
pletely different approach was presented by Papoutsakis et al. (1980a, b). They
showed that it is possible to derive an entirely analytical solution to the extended
Graetz problem for constant wall temperature and constant wall heat flux boundary
conditions for laminar pipe flow. Their solution is based on a self-adjoint formalism
resulting from a decomposition of the convective diffusion equation into a pair of
first order partial differential equations. The method is based on the work of
Ramkrishna and Amundson (1979a, b).

Later, an alternative approach for obtaining an analytical solution of the
extended Graetz problem was presented by Ebadian and Zhang (1989). They used a
Fourier transform of the temperature field and expanded the coefficients of the
transformed temperature in terms of the Peclet number. This approach resulted in a
set of ordinary differential equations, which have to be solved successively.

In addition, several investigations have been carried out in the past concerning
the extended Graetz problem in a parallel plate channel. Deavours (1974) presented
an analytical solution for the extended Graetz problem by decomposing the
eigenvalue problem for the parallel plate channel into a system of ordinary dif-
ferential equations for which he proved the orthogonality of the eigenfunctions.
Weigand et al. (1993) investigated liquid solidification in a parallel plate channel
subjected to laminar internal flow. They applied a regular perturbation expansion to
the energy equation. The zero order problem was formally identical to the extended
Graetz problem in a parallel plate channel. For the solution of the zero order
problem they followed the method of Papoutsakis et al. (1980a) and obtained an
analytical solution.
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Because of the difficulties involved in solving analytically the extended Graetz
problem, researchers focused very early on the usage of numerical solution meth-
ods. Hennecke (1968) calculated numerically, by using a finite difference method,
the distribution of the temperature and the Nusselt number for laminar pipe flow.
Results are obtained for the two different wall boundary conditions: a constant wall
temperature and a constant wall heat flux. Hennecke showed that the axial heat
conduction effect is more pronounced for the constant wall temperature situation. In
addition, he was able to show that the influence of axial heat conduction on the
temperature field and the distribution of the Nusselt number can be ignored for
Pep > 100. These results are in good agreement with the investigation of Acrivos
(1980), who showed analytically that the region of influence for axial heat con-
duction, scaled by the pipe radius, is of the order of Pe,!'. Nguyen (1992) and Bilir
(1992) investigated numerically the heat transfer for thermally developing flow in a
circular pipe and in a planar channel. Nguyen (1992) derived from his computa-
tional results accurate engineering correlations for the Peclet number effect on the
local Nusselt number in the thermal entry region.

Although axial heat conduction can be ignored for turbulent convection in
ordinary fluids and gases, with liquid metals this may not always be justified. In
fact, due to the very low Prandtl numbers for liquid metals, the Peclet number can
be smaller than five in turbulent duct flows. Reviews on the convective heat transfer
in liquid metals can be found in Reed (1987), Stein (1966) and Kays et al. (2004).
Lee (1982) studied the extended Graetz problem in turbulent pipe flow. He found
that for Peclet numbers smaller than 100 axial heat conduction in the fluid becomes
important in the thermal entrance region. He investigated a pipe which was insu-
lated for x < 0 and had a uniform wall temperature for x > 0. Lee (1982) used the
method of Hsu (1971b) to obtain a series solution for the problem. In this work, the
variation of the Nusselt number for fully-developed flow was shown for several
Peclet and Prandtl numbers. In addition, the error in Nusselt number resulting from
neglecting the axial heat conduction effect was presented. This error was found to
be as high as 40 % for a Peclet number of 5.

For the case of turbulent flow inside a parallel plate channel, the effect of axial
heat conduction within the fluid was studied by Faggiani and Gori (1980). They
solved numerically the energy equation for a constant heat flux boundary condition.
Weigand (1996) extended the method of Papoutsakis et al. (1980a) to solve the
extended Graetz problem for turbulent flow in a pipe and in a planar channel. Like
the solution given by Papoutsakis et al. (1980a) for laminar internal flow, the
solution by Weigand (1996) has not been plagued by the uncertainties arising from
expansion in terms of eigenfunctions, which belong to a non self-adjoint eigenvalue
system. Later, Weigand et al. (1997) adopted this approach to the Graetz problem in
a concentric annulus and obtained analytical solutions for laminar and turbulent
flow for constant wall temperature boundary conditions. Weigand and Wrona
(2003) extended the method for heat transfer in concentric annuli with piecewise
constant wall heat flux, whereas in Weigand and Eisenschmidt (2012) the method
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was used for the prediction of the heat transfer for laminar and turbulent flows
through a concentric annulus with piecewise constant wall temperatures.

Nearly all studies mentioned here considered only a heating section semi-infinite
in size. Hennecke (1968) was one of the few who calculated numerically the
temperature distribution at the end of the heating section for laminar internal flow.
However, he investigated this problem only for a very large heating section. The
problem was solved later analytically by Papoutsakis et al. (1980b) for laminar pipe
flow and a heating zone of finite length. They derived expressions for the Nusselt
number and the bulk-temperature, but did not show, however, any distributions for
these quantities. Only temperature profiles in the fluid were shown. Weigand et al.
(2001) calculated the effect of a changing length of the heating zone for laminar and
turbulent internal flow and for different Peclet numbers. One of the main results of
their study was that, for finite heated sections, the axial heat conduction effect
depends also on the length of the heated zone. Axial heat conduction may, there-
fore, be important also for Peclet numbers larger than 100 if this zone is short. This
observation was supported by the works of Weigand and Lauffer (2004) and
Weigand and Eisenschmidt (2012) for the case of piecewise constant wall tem-
peratures in a pipe, parallel channel and in a concentric annulus.

The effect of wall conduction for the extended Graetz problem for laminar and
turbulent channel flow has been investigated by Weigand and Gassner (2007). The
effect of axial heat conduction was found to be important for this conjugated
problem for small values of the Peclet number, thin walls and short heating
sections.

The present chapter shows an analytical solution method for the extended Graetz
problem. The method is based on the approach by Papoutsakis (1980a, b) and can
be used for a lot of related problems. First, the method is explained for a duct with a
semi-infinite heating section (with constant wall temperature or constant wall heat
flux) to highlight the basic ideas behind the solution approach. Later applications of
the method to piecewise heated ducts are explained. The goal of this chapter is to
show that the derived final solutions for the extended Graetz problem are as simple
as the ones for the parabolic problems discussed in Chap. 3.

5.1 Heat Transfer for Constant Wall Temperatures
forx <0and x>0

We start our considerations for a hydrodynamically fully developed flow with a low
Peclet number and constant wall temperature. As for the analysis in Chap. 3, it is
assumed that the velocity profile is hydrodynamically fully developed. This means
that the vertical velocity component v is zero and the axial velocity component is
only a function of the coordinate orthogonal to the main flow direction. The
geometry under consideration and the used coordinate system are shown in Fig. 5.1.
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Fig. 5.1 Geometry and coordinate system (Weigand 1996)

If we assume constant fluid properties, the energy equation is given by Egs. (3.5)
and (3.6)

Pipe
or 10 oT — o[ or —
pepu(r) = 7 {r <k5 - pc,,v’T’)] + g {ka - pcpu’T’} (3.5)
Planar Channel
or o0 |, or — o | or —
- = - T/ . - /T/ X
pcpu(y> ax 8_)7 |:k ay pcpv :| + ax |:k ax pCPu :| (3 6)

If one analyses Eq. (3.5) or Eq. (3.6) for laminar flow (/7" = 0, VT’ = 0), one
finds immediately that the equations are elliptic in nature. This is due to the axial
heat conduction effect within the flow, which is represented by the second term on
the right hand side of the equations. For turbulent flow, the nature of the equation
will also depend on the turbulent heat fluxes. The turbulent heat fluxes —pcpv'T’
and —pcpu/T' have to be modelled. This can be done for example by using a simple
eddy viscosity model':

— or — or
—VT = shya—y (planar channel), —VT' = ehr 5 (pipe) (3.7)
— or .
—u'T" = g,,—— (planar channel and pipe) (3.8)

ox

"More advanced models can also be used, which assume the stream-wise component of the
turbulent heat flux to be also a function of the cross-stream temperature gradient and vice versa
(see Batchelor 1949, So and Sommer 1996 and Younis et al. 2005). Weigand et al. (2002)
conducted a numerical analysis of the energy Eq. (3.6) and found the above mentioned simple
model to be in perfect agreement with more complicated models for the range of parameters
considered here.
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where ¢y, €, and ¢, are only functions of the coordinate orthogonal to the flow

direction because we assume a hydrodynamically fully developed flow. Inserting
Egs. (3.7) and (3.8) into Egs. (3.5) and (3.6) results in

Pipe
or 190 oT 0 orT
pcpu(r)a =% [ (k + pc,,ahr) P } +a {(k + pc,,shx) a} (3.9)

Planar Channel

or 0 or 0 or
pcy u(y) By o [(k + pcpahy) 8_y] + g {(k + pcpshx) a] (3.10)

If one replaces in Eqgs. (3.9) and (3.10) the heat diffusivities &gy, &, and &, by a
turbulent Prandtl number according to Eq. (3.18), one obtains

Pipe

ar 10 aT 0 &m €nc \ OT
f’%”ma—;ar[ (“p%p )ar]+a [(’” P7>a_] (5-1)

Planar Channel

or o oT 0 &m &\ OT
Pcp”(y)a ~ By {(k +p¢ »p t) ay] +8_ [(k + P 5 Pr, FM) ax] (5.2)

Equations (5.1) and (5.2) can be combined to one equation if we introduce, like in
Chap. 3, a vertical coordinate n which is equal to y for a planar channel and equal to
r for pipe flows. This results in

or 10 em \ OT 0 &m &nc\ OT
pc””(”)a_r_wn[ (k+ " pr, )8 ] 8x[(k+ pPr,sh,,) E} (5:3)

where the superscript F' specifies the geometry and has to be set to zero for a planar
channel and equal to one for pipe flow. The boundary conditions for Eq. (5.3) are

n=L:T="Ty,x<0 (5.4)
T=Tw,x>0
n=0:9T/0n=0

Iim T=Ty, lim T=Ty

X——00 X—400
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Introducing the following dimensionless quantities into the above equations

T —T, 1 L
0= W,;:£7SC:£ ,ﬁ:ﬁ7Pr:HC”,ReL——u y

T()—TW R LRC‘LPF L k v (5 5)
- Em -
szl,uzg PeL—ReLPr

v u

where the length scale L = R for a pipe flow and L = h for the flow in a planar
channel, one obtains

0 o] o

with the boundary conditions

n=1: ®=1forx<0,
® =0 forx >0,
A=0: 90 /0n = 0, (5.7)
lim ®@=1, Ilm ©®=0
X——00 X—+00

The functions @ (72) and a,(71) are given by

P ) ~ P
al(ﬁ):1+r<§:>gm, a()—l—l—P—rrtFm (5.8)

Papoutsakis et al. (1980a) showed that it is possible to solve Eq. (5.6) for laminar
pipe flow (a; = a, =1, F = 1) by decomposing the elliptic partial differential
equation into a pair of first order partial differential equations. The ensuing pro-
cedure for solving the extended turbulent Graetz problem, given by Egs. (5.6) and
(5.7), follows the method of Papoutsakis et al. (1980a) for deriving the solution of
the more general problem where a; and a, are functions of 7.

In order to obtain a solution for the turbulent Graetz problem, given by Egs. (5.6)
and (5.7), one can proceed in the following way: First, we define a function E (X, 7)
which may be called the axial energy flow through a cross-sectional area of height
n. This function is given by

p - 1 00 _; _
E:/ [u@—ﬁal(rz)a #dn (5.9)
0

€L
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If one introduces the axial energy flow according to Eq. (5.9) into the energy

equation (5.6), one obtains the following system of first order partial differential
equations

— §(%,7) = LS(%,7) (5.10)

. 0, i) Peiufﬁ) __ Pe? i
S = EGa L= ay(n) Fa,(n) on (5.11)
(%) Hay (i) & 0

The boundary conditions for the function E can be obtained directly from its
definition, Eq. (5.9), by using Eq. (5.7). This results in

X——00 X——+00

lim E:/u;Fdﬁ, lim E=0 i=0:E=0 (5.12)
0

Before solving Eq. (5.10), some interesting features of the operator L and the

corresponding eigenvalue problem for this equation should be presented. The most
remarkable aspect of L is that it gives rise to a self-adjoint problem even though the
original convective diffusion operator is non self-adjoint. This fact is of course
dependent on the sort of inner product between two vectors, which will be used.
This means that we have to find an inner product which is symmetric. Papoutsakis
et al. (1980a) obtained such an inner product for a laminar pipe flow. It is now
possible to extend this work for laminar and turbulent duct flows. Let us define the
following inner product for two vectors

- (D](;l) = Y](fl)
o= i) | Y= a0 (5.13)
by
[ [an@)* 1
- o ay\n)r ~ ~ ~ ~ ~
<<D,Y>: 0/ [ Pl (I)l(n)Yl(n)—&-W(Dz(n)Yg(n)}dn (5.14)
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The inner product of the two vectors (5, Y incorporates the two functions a;, a;
which contain the heat diffusivity for a turbulent flow. In case of a laminar pipe
flow, the two functions will be equal to one. L belongs to the following domain

D(L) = {cB € H: L®(exists and) € H, ®; (1) = ®,(0) = o} (5.15)

Then it can be shown that the matrix operator L is a symmetric operator in the
Hilbert space H. This means that

<cf>, L?> - <1j>, ?> (5.16)

Equation (5.16) can be proven by inserting the expressions LCTD and LY” into the
definition of the inner product according to Eq. (5.14). This results in

1
<c13,1j> - / [ @, (7)Y () — Dy (7) Yy (i) + Do ()Y, ()]t (5.17)
0

<;<13,T>: / [ ®y (7)Y (i) — ()1 () + @, (7)o (i) ]dii  (5.18)
0

Subtracting Eq. (5.18) from Eq. (5.17) results after integration in

(B,LY) — (LB, Y) = @2(1)T1(1) — ©2(0) 11 (0) (5.19)
— @1 (1)Y2(1) + ®,(0)Y2(0)
The resulting expression on the right hand side of Eq. (5.19) is zero, if the vectors Q)

and Y satisfy the conditions given in Eq. (5.15).
The associated eigenvalue problem to Eq. (5.10) is given by

i
1

L®; =/ (5.20)

T

In this equation (f)j denotes the eigenfunction corresponding to the eigenvalue 4;. If
we introduce the definition of the matrix operator L into this equation, the following

eigenvalue problem is obtained
u 1

Pe? —
‘L ?Fal(ﬁ)

D, | = 40 (5.21)
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#ay () @)y = 4 ©p (5.22)

From the above system of ordinary differential equations, one differential equation
for the first component of the eigenvector @;; can be easily obtained by eliminating
®j,. This results in

)vjal (fl)

|:;‘Faz(7~l)q)_;l] + ;'F [Pe% - l~l:| )vj (Djl =0 (523)

Equation (5.23) has to be solved together with the homogenous boundary
conditions

@,(0) =0, ®u(1)=0 (5.24)

Usually Eq. (5.23) can easily be solved numerically with the procedure described in
Appendix C. The method used here is a “shooting method”, where the differential
Eq. (5.23) is integrated from the centreline of the duct (7 = 0) to the wall and then
the boundary condition at the wall ®;; (1) = 0 is checked for an assumed value of 4;.
Therefore, an additional condition for 77 = 0 is required. A possible condition is that

@, (0) = 1 (5.25)

This condition is a normalizing condition for the eigenfunctions ®;;.
Equation (5.23) shows clearly that the eigenvalues appear as A; and )7? in the
equation. This is different to the normal Graetz problem (see Eq. (3.25)). For the
eigenvalue problem according to Eq. (5.20) it is possible to show that it is self-
adjoint and semi-definite (see e.g. Sauer and Szabo 1969). Therefore, all eigen-
values of Eq. (5.23) have to be real. The real eigenvalues and the associated
eigenfunctions of Eq. (5.23) define a complete set of orthogonal functions (see
Appendix D). With the help of these eigenfunctions any function can be recon-
structed. Because the matrix operator L is neither positive nor negative definite, one

will find both positive and negative eigenvalues ()f,/l;). The eigenfunctions

belonging to these eigenvalues, (<I)j+, (Dj_> , form an orthogonal basis in the Hilbert

space H. It is interesting to note that Eq. (5.23) reduces to the eigenvalue problem
for the parabolic case, Eq. (3.25), if the Peclet number tends to infinity. Because the
two sets of eigenvectors, normalized according to equation (5.25), constitute an
orthogonal basis in H, an arbitrary Vectorf can be expanded in terms of eigen-
functions in the following way

f= f: D;®;(72) (5.26)
j=0
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The constants D; in this equation can be calculated if we apply to both sides of
Eq. (5.26) the inner product according to Eq. (5.14). This results in

(7.8.) = > D,(8,8) (5.27)
=0

-

Because the expression <(Dj, @i> is equal to zero for i # j (see Appendix D),

Eq. (5.27) can be resolved for the constants D; and one obtains

D= <<:’ ?> ) (5.28)

2
where the vector norm H(DJH has been introduced into Eq. (5.28). Inserting

Eq. (5.28) into Eq. (5.27) results in the following expression for the expansion of an
arbitrary Vectorf in terms of eigenfunctions

f’z<’ >c13() (5.29)

= e

If we explicitly distinguish in Eq. (5.29) between positive and negative eigenvec-
tors, the equation takes the following form

f= i 4 &)'+> i <f il > (5.30)

After the expansion of an arbitrary vector in terms of eigenfunctions has been
developed, we can return to the solution of the system of partial differential
equations given by Eq. (5.10). Because of the non-homogeneous boundary con-

dition for the temperature, the vector S does not belong to the domain D( ) given

by Eq. (5.15). However, it can be shown that
(L5, ®;) = (S,L.&;) + 0p(1)(¥) (5.31)

holds (see Appendix D). The function g() is for the case of a semi-infinite heating
zone given by

g(x) = {o, >0 (5.32)
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If we apply the inner product, given by Eq. (5.14), to the system of partial dif-
ferential equations, Eq. (5.10), one obtains

d /= = -
$<s, c1>j> _ <;S, c1>j> (5.33)
Inserting Eq. (5.31) into Eq. (5.33) (and taking Eq. (5.20) into account) results in

%<§’(f)f> - )“f<§7‘f’f> +g(¥) ®p(1) (5.34)

Equation (5.34) represents an ordinary differential equation for the expression

<§ , (_ﬁj> For the homogenous equation one obtains the solution

<§, cB,-> = Coexp(J;F) (5.35)

A particular solution of Eq. (5.34) can been found by using the method of the
variation of constants (see e.g. Bronstein and Semendjajew 1983). One obtains after
splitting the solution into positive and negative eigenvalues

X

<§, cf>;> — Cyexp(Z; %) + / (g®D5(1) exp(is (x—X)dx  (5.36)

(5.8}) = Cyrexpliy3) - / (c@D5(1) exp(AF (G- D)dx  (5.37)

Because the solution must be bounded for x — +oo and for x — —oo, the two
constants C,; and Ca;., appearing in Egs. (5.36) and (5.37), have to be zero. The
integrals in Egs. (5.36) and (5.37) can be evaluated by inserting the function g(%)
into these equations. One obtains

p20:(88) = ep(i3) - LT s
i>0: <§ <f>,> = (Di( )exp(ij_fc) (5.39)

Introducing these expressions into the expansion for the function S, Eq. (5.29), and

taking the first vector component of S, the following result is obtained for the
temperature distribution in the fluid
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OC(I) > ooq)+ it

¥ <0:0@Fn) =—Y L (1 Zﬂi (5.40)
T vlal
>, @5 (1) (7) N
7"1 - J‘:l > xp()v.*x)
j=0 )Lj (I)j
0 <D o (n
>0:0i7) =— Zle(z)exp() %) (5.41)
=]

From Eqgs. (5.40) and (5.41) it can be seen that the solution for x < 0 contains both,
negative and positive eigenfunctions, whereas for x > 0 only negative eigen-
functions are needed for the solution of the problem. For Eq. (5.40), it is possible to
show that
7 * 05 (1)} (72)
o 2 1
72 2 Z =1 (5.42)

H‘D H = e

This can be shown by expanding the vector (1,0)" into a series according to
Eq. (5.29) (see Appendix D for a derivation of this result). Introducing this result
into Eq. (5.40) leads to

< @t (1) (i
$<0:0@FA) =1+ Mexp(;ﬁ@ (5.43)

j=0 )L,.*

From Egs. (5.41) and (5.43) one can see that they result in a continuous temperature
distribution for x = 0. In addition, one notices from Egs. (5.41) and (5.43) that these
equations satisfy all boundary conditions given by Eq. (5.7).

If the Peclet number increases, the eigenvalues /lj+ tend to infinity and Eq. (5.43)

(the temperature distribution for X <0) results in
O(x,n) =1, forPe;, — o0 (5.44)
which represents the solution for the parabolic case. Equation (5.44) also elucidates,

that it is only correct to prescribe a temperature boundary condition for x = 0 for
the limiting case of Pe;, — oo.

2
;|| , which has been used in the above given solution for the

temperature field, can be rewritten by using the Egs. (5.21) and (5.22). One obtains
(see Appendix D)

1 1
| 2
=== / Fadr di + — / #ay ()7 d (5.45)
0 0
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Equation (5.45) shows an interesting result: the second term in this equation
depends on the Peclet number and tends to zero for increasing values of Pe;. This
means that, for large Peclet numbers, the second term in Eq. (5.45) can be neglected
and therefore, the temperature distribution, given by Eq. (5.41), is formally identical
to the distribution for the parabolic problem. In addition, it can be shown from the
eigenvalue problem, Eq. (5.23), that this equation reduces to the one for the par-
abolic problem for Pe; — co. This shows nicely that the results presented here
approach those given in Chap. 3 for large Peclet numbers. Furthermore, it can be
shown that

> |12 dd; (1)
H‘DjH = Op(l)— > (5.46)
(see Appendix D). If one introduces the abbreviation
do, ()] )
A= 43— 5.47
< J di /1—)7.> ( )

into the equations above, one finally obtains for the temperature field in the flow

¥<0:0(x,n) = 1—|—Z:AJr i) exp(/4; ) (5.48)
>0:0(%7) =Y A7 () exp(4; %) (5.49)
j=0

After the temperature field in the fluid is known, the bulk-temperature and the
Nusselt number can be calculated. Introducing Eqs. (5.48) and (5.49) into the
definition of the bulk-temperature, Eq. (3.67), and the Nusselt number, Eq. (3.66),
results in

1
XSO:@b—1+2F§;A;r (I)’l+ %/al Fdn exp(/lfic)
= 0
(5.50)
: e Jo-w
x>0:0,=1+2 ;Aj JT—i—P'—%/al(n)(Djl(n)r dn ¢ exp(4; ¥)
= 0

(5.51)


http://dx.doi.org/10.1007/978-3-662-46593-6_3
http://dx.doi.org/10.1007/978-3-662-46593-6_3
http://dx.doi.org/10.1007/978-3-662-46593-6_3

5.1 Heat Transfer for Constant Wall Temperatures for x < 0 and x > 0 135

—4 AJ“CD’+ exp(A %
¥<0:Nup = 20 (1) exp(4; ) (5.52)

45 0A+{ () foal (i)} (7 )ern}exp( %)

—4 fol A; @ (1) exp(4; X)
4y j{ o Ly (7 ern}exp(/l X)

>0:Nup = (5.53)

where F' = 0 denotes the heat transfer in a parallel plate channel, whereas F = 1
denotes the heat transfer in a pipe. From Eqs. (5.52) and (5.53) the Nusselt number
for the fully developed flow can be obtained. Investigating the limiting case x — oo
in Eq. (5.53), only the first term of the sum needs to be retained and one obtains

Nuoo 41: ’/L() |/ 1 + (I)/

1

Pe2/al )@y, (7)F dn (5.54)
2

0

This equation shows again, that for Pe; — oo the Nusselt number for the fully
developed flow is given by an expression similar to Eq. (3.70). For finite values of
the Peclet number, this value is changed by the second term in the denominator of
Eq. (5.54).

5.1.1 Heat Transfer in Laminar Pipe and Channel Flows
Jor Small Peclet Numbers

For laminar flow the functions a; and a, are equal to one. In addition, the velocity
distribution is given by a simple parabolic expression, according to Egs. (3.1) and
(3.2). As it has been stated before, the eigenvalues and eigenfunctions of Eq. (5.23)
have to be calculated numerically. This can be done with the method described in
Appendix C.

Laminar Pipe Flow

In order to investigate this case, the flow index F in all equations has to be set to 1.
This case has been investigated with the method of Papoutsakis et al. (1980a).
Table 5.1 shows the first fifteen eigenvalues and constants for two different Peclet
numbers. It can be seen that the positive eigenvalues strongly increase with growing
values of the Peclet number. For example, the first positive eigenvalue (/)
increases by about a factor of three by increasing the Peclet number from 5 to 10.
Since larger eigenvalues result, according to Eq. (5.48), in a faster decrease of the
influence of axial heat conduction, this elucidates how this effect diminishes with
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Table 5.1 Eigenvalues and constants for laminar pipe flow for Pep = 5 and Pep = 10

Jj Pep =5 Pep =10
i 47 i 4

0 12.289076 —0.342609 37.383579 —0.107926
1 18.929129 0.412438 51.950323 0.232838
2 26.360733 —0.374175 64.468355 —0.303513
3 34.041020 0.334422 78.791847 0.296627
4 41.799450 —0.303680 93.763713 —0.279034
5 49.593035 0.279668 109.009770 0.262030
6 57.405409 —0.260405 124.400395 —0.247011
7 65.229022 0.244561 139.876976 0.233958
8 73.059822 —0.231254 155.408680 —0.222598
9 80.895593 0.219881 170.978041 0.212646
10 88.734839 —0.210023 186.574029 —0.203861
11 96.576707 0.201373 202.189809 0.196042
12 104.420491 —0.193702 217.820419 —0.189034
13 112.265848 0.186843 233.462654 0.182711
14 120.112354 —0.180663 249.114013 —0.176971
j 5 A7 i A7

0 2.844835 1.233275 3.372024 1.379949
1 10.174296 —0.617349 15.383971 —0.680027
2 17.859425 0.464093 29.751723 0.493104
3 25.617868 —0.388494 44.738343 —0.406545
4 33.410361 0.340928 59.986307 0.354040
5 41.221752 —0.307382 75.375199 —0.317634
6 49.044572 0.282080 90.849326 0.290432
7 56.874853 -0.262122 106.378881 —0.269111
8 64.710161 0.245860 121.946337 0.251826
9 72.549123 —0.232280 137.540929 —0.237452
10 80.390694 0.220720 153.155416 0.225259
11 88.234332 -0.210726 168.785154 —0.214752
12 96.079491 0.201973 184.426542 0.205575
13 103.925919 —0.194223 200.077324 —0.197472
14 111.773292 0.187302 215.735491 0.190250

Adapted from Papoutsakis et al. (1980a) and own calculations

increasing values of the Peclet number. The increase of the positive eigenvalues
with growing Peclet numbers can been seen clearly in Fig. 5.2, where the first
100 positive eigenvalues are plotted for four different Peclet numbers.

Figure 5.3 shows the temperature distribution along the pipe centerline for
different Peclet numbers. It can be seen how the axial heat conduction effect in the
fluid decreases rapidly with increasing values of the Peclet number. In addition, it
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can be seen from this figure that, for a Peclet number of 5, the region of influence of
the axial heat conduction is about one radius in the negative direction.

Figure 5.4 shows the development of the temperature profile for different axial
positions in the pipe (Papoutsakis et al. 1980a). Note that, for growing values of the
axial coordinate, the temperature tends to Ty and thus ® tends to zero. For X <0 the
temperature of the fluid rapidly decreases to Ty, resulting in values of ® close to one
for increasing distances from X = 0. By comparing the two plots in Fig. 5.4, one can
notice how the influence of the axial heat conduction in the flow gets weaker with
increasing values of the Peclet number. For Pep = 20, the temperature distribution
at the entrance of the heating section (x = 0) becomes rather non-uniform. This
shows clearly that, whenever axial heat conduction is not negligible, it is incorrect
to prescribe a constant entrance temperature at X = (. In this case, the temperature
distribution at X = 0 is always a result of the solution.

Papoutsakis et al. (1980a) calculated the value of the Nusselt number for fully
developed flow Nu_, according to Eq. (5.54), and showed graphically the distri-
bution as a function of the Peclet number.
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Fig. 5.4 Temperature distribution for several axial positions x/(RPep) and two Peclet numbers
(Papoutsakis et al. 1980a)

In general, it can be seen that Nu_ increases with decreasing values of the Peclet
number. Hennecke (1968) predicted numerically the values of Nu__ for several
Peclet number. These values have been tabulated by Shah and London (1978).
Table 5.2 shows a comparison between analytically and numerically predicted
values of Nu__ . From Table 5.2, a very good agreement between numerically and
analytically predicted values can be noted.

In Figs. 5.5 and 5.6, the distribution of the local Nusselt number is shown for
laminar pipe flow for x > 0. These values have been calculated using the numerical
approach described in detail in Appendix C. In order to resolve the distribution of
the Nusselt number for very small values of X correctly, a large number of eigen-
values is needed. For the present calculations 200 eigenvalues have been used. If
less eigenvalues are used, the Nusselt number for x — 0 will tend to smaller values.
This can be seen clearly, if the Nusselt number is plotted on a logarithmic scale.
In addition to the large number of eigenvalues, a very fine grid was used in order
to resolve the shape of the higher eigenfunctions (see Appendix C). Normally
1500-2000 grid points in the radial direction are sufficient. As it can be seen from
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Table 5.2 Comparison between numerically Hennecke (1968), values taken from Shah and
London (1978) and analytically (values in the Table have been predicted by the author using the
equations given by Papoutsakis et al. (1980a)) predicted values for Nu_

Pep Nug, (Papoutsakis et al. 1980a) Nu_ (Hennecke 1968)
4.027 4.03

2 3.922 3.92

5 3.767 3.77

10 3.695 3.70

20 3.668 3.67

50 3.659 3.66

Figs. 5.5 and 5.6, the analytical method is in excellent agreement with the numerical
calculations by Hennecke (1968) for the two shown Peclet numbers.

For Pep = 50, the analytical solution has also been compared with the investi-
gations of Bayazitoglu and Ozisik (1980) and of Singh (1958) and a very good
agreement was found.

Weigand and Abdelmoula (2014) developed correlations for the distribution of
the local Nusselt numbers for flows in a circular pipe and in a planar channel. The
correlations have been based on the asymptotic method of Churchill and Usagi
(1972), which has often been used for correlating the local distribution of the Nusselt
number (see e.g. Shah and London (1978), Awad (2010) or Haji-Sheikh et al.
(2008)). The general form of the correlation for the local Nusselt number is given by

Nup b n 1/n
= |(ax " +c) +1 5.55
N2~ [(a o) 41 (5:59
1000 3
. — Analytical solution
1 O Hennecke (1968)
100 5
o ]
= ]
Z ]
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Fig. 5.5 Distribution of the local Nusselt number for x > 0 and Pep = 1
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Fig. 5.6 Distribution of the local Nusselt number for x > 0 and Pe, = 50

In Eq. (5.55) the Nusselt number for the fully developed flow can be calculated by
the asymptotic formulas from Michelsen and Villadsen (1974)

3 { 4.1807(1 — 0.0439Pep), Pep<1.5
u_ =

" (5.56)
3.6568(1 + 1.227Pep?), 5 <Pep <50

The constants for Eq. (5.55) have been determined by Weigand and Abdelmoula
(2014) by a least squares method to

a = 0.1916Pe;, """ + 0.005082 (5.57)
b = —0.1166 exp(—0.05606 Pep) — 0.8247

n = —0.2045Pel% 1 2.18

c=0

With this set of constants the local distribution of the Nusselt number can be
calculated accurately for Pep < 50 where axial heat conduction within the fluid is of
importance. Also for X <0 a correlation has been developed by them for the local
Nusselt number. For this the following constants can be used for Pep <50

a =0.2091 Pe,**'%" 1 0.001857 (5.58)
b = 0.002763 Pe®> — 0.9649

n = 0.05287 Pe};** + 1.794
c=0
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Laminar Channel Flow

In order to investigate this case, the flow index F in all the equations has to be set to O.
The first solution of this problem was obtained by Deavours (1974). He decomposed
the eigenvalue problem for the parallel plate channel into a system of ordinary
differential equations for which he proved the orthogonality of the eigenfunctions.
As stated before, this case was also investigated by Weigand et al. (1993) with the

Table 5.3 Eigenvalues and constants for laminar channel flow

j Pep =5 Pep =10
i A i A7

0 3.220469 —0.376403 9.575077 —0.230822
1 6.758122 0.202738 15.522013 0.192715
2 10.645334 —0.124312 23.101943 —0.121091
3 14.557251 0.089495 30.850355 0.087928
4 18.476438 —0.069885 38.648148 —0.068971
5 22.398690 0.057315 46.467380 0.056719
6 26.322503 —0.048575 54.297781 —0.048157
7 30.247224 0.042147 62.134735 0.041837
8 34.172509 —0.037220 69.975845 —0.036981
9 38.098175 0.033325 77.819763 0.033135
10 42.024105 —0.030167 85.665658 —0.030013
11 45.950232 0.027556 93.513006 0.027428
12 49.876499 —0.025361 101.361442 —0.025253
13 53.802882 0.023489 109.210726 0.023398
14 57.729349 —0.021875 117.060670 —0.021796
j — A; 2 A7

0 1.192001 0.897756 1.580670 1.044165
1 5.139142 —0.222463 8.989775 —0.232941
2 9.062116 0.130123 16.748478 0.132737
3 12.984172 —0.092272 24.547406 —0.093479
4 16.907540 0.071518 32.366159 0.072234
5 20.831909 —0.058393 40.195993 —0.058873
6 24.756940 0.049341 48.032482 0.049686
7 28.682423 —0.042719 55.873251 —0.042979
8 32.608218 0.037664 63.716909 0.037868
9 36.534242 —0.033679 71.562614 —0.033843
10 40.460433 0.030456 79.409807 0.030592
11 44.386753 —0.027797 87.258131 —-0.027910
12 48.313173 0.025564 95.107316 0.025661
13 52.239673 —0.023664 102.957190 —0.023747
14 56.166236 0.022026 110.807606 0.022098

Pep =5 and Pep = 10
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Table 5.4 Nusselt number for the fully developed flow, Nu__, compared to predictions by Ash

Pep Nu_ (Eq. (5.54)) Nu_ Nu_
Ash (see Shah and London 1978) Nguyen (1992)

0.02352 8.1141 8.1144

0.4444 8.0644 8.0644

0.6508 8.0416 8.0416

1.0576 7.9997 7.9998

1.4368 7.9640 7.9640

2 7.9165 7.9164
5 7.7471 7.7468
9.97 7.6310 7.6310

50 7.5457 7.5456
69.78 7.5432 7.5408

100 7.5419 7.5407
1000 7.5407 7.5407

See Shah and London (1978) and Nguyen (1992)

analytical method presented here. Table 5.3 shows eigenvalues and constants for two
different Peclet numbers. Similar to the circular pipe case (Table 5.1), it can be seen
from Table 5.3 that the positive eigenvalues increase dramatically with growing
values of the Peclet number. This shows again that the effect of the axial heat
conduction in the fluid diminishes with growing values of the Peclet number. Values
of the Nusselt number for fully developed channel flow, Nu_, have also been
reported in literature. Table 5.4 shows a comparison between the analytical predicted
values and calculations of Ash (see Shah and London 1978) and Nguyen (1992). The
values are ranging from Pep = 0.02352 up to Pep = 1000 and show a very good
agreement between the presented analytical solution and literature data. It can be
seen that the Nusselt number for the fully developed flow increases with decreasing
values of the Peclet number. This behaviour is very similar to the results shown in the
previous section for the circular pipe.

The temperature distribution at the centreline of the fluid is depicted in Fig. 5.7.
By comparing Fig. 5.7 with Fig. 5.3 for the circular pipe, it can be seen that the
axial heat conduction effect within the fluid has very similar effects for the two
geometries. In addition, it can be seen that for very low values of the Peclet number
the temperature at x = 0 is lowered because of axial heat conduction effects within
the flow. Figure 5.8 shows the distribution of the local Nusselt number for Pej, = 4
and X > 0. The Nusselt number is compared to calculated values of Agrawal
(1960). Agrawal (1960) determined for X > 0 and X <0 two independent series
solutions, which then have been matched at x = 0. This approach resulted in a
complicated expression for the Nusselt number. From Fig. 5.8, it can be seen that
both calculations are in good agreement for X > 0.1. However, for smaller values of
X, the values given by Agrawal (1960) are much lower than the Nusselt numbers
predicted here. The reason for this behaviour is caused by the fact that Agrawal
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Fig. 5.7 Temperature distribution at the centerline of the parallel plate channel for different Peclet
numbers
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Fig. 5.8 Distribution of the local Nusselt number for Pep = 4 (¥ > 0)

used only five eigenvalues for the prediction of the local Nusselt number. This is
sufficient for larger values of the axial coordinate, but not for very small values of
the axial coordinate.? For very small values of the axial coordinate, it can be seen

2If only the first five eigenvalues for the prediction of the Nusselt number are used with the present
method, the predicted values are in close agreement with the ones by Agrawal (1960) (see
Fig. 5.8).
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from Fig. 5.8 that the Nusselt number can be approximated by Nup oc %1l This is
in good agreement with predictions by Hennecke (1968) and by Kader (1971).

Also for the case of a laminar channel flow correlations for the local Nusselt
number are available. This case has been investigated by Heji-Sheikh et al. (2008)
and by Weigand and Abdelmoula (2014). Weigand and Abdelmoula have given the
following correlations based on Eq. (5.55)

NllD
Nu_,

oo

— [(ax™ +¢)"+1]"" (5.55)

In Eq. (5.55) the Nusselt number for the fully developed channel flow was pre-
scribed for this case by Shah and London (1978)

8.1142(1 — 0.030859 Pep, + 0.0069436 Ped), Pep < 1
Nu_ = { ( b b): Pep (5.59)

7.54(1 +3.79Pep?), Pep > 1

The constants for Eq. (5.55) have been determined by Weigand and Abdelmoula
(2014) again by a least squares method to

a = 0.09337 Pe;,"% 4-0.0002765 (5.60)
b = —0.1378 exp(—0.01963Pep) — 0.8239

n = 1.802 Pe," %7 1+ 3.096 x 107°

c=0

With this set of constants the local distribution of the Nusselt number can be
calculated accurately for Pep < 50 where axial heat conduction within the fluid is of
importance. Also for X <0 a correlation has been developed by them for the local
Nusselt number. Here, the following constants can be used for Pep <50

a =0.08431Pe," ! +0.01392 (5.61)
b =3.32410 x 10" "Pe,>'* —0.9753

n = 0.007196 Pe;;** + 1.821
c=0

Figure 5.9 shows a comparison between the correlation of Weigand and
Abdelmoula (2014), the one given by Haji-Sheikh et al. (2008) and the analytical
solution. It can be seen that there is a good agreement between both correlations and
the analytical solution. Please note also that the correlation by Haji-Sheikh et al.
(2008) is only intended to approximate the Nusselt number for small axial values in
the thermal entrance region. However, the correlation by Weigand and Abdelmoula
(2014) has been developed to be valid for the whole thermal entrance region.
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Fig. 5.9 Comparison between correlations and analytical solution for a parallel plate channel with
constant wall temperature and different Peclet numbers (Weigand and Abdelmoula 2014)

5.1.2 Heat Transfer in Turbulent Pipe and Channel Flows
Jor Small Peclet Numbers

For the heat transfer in a turbulent duct flow, the functions a; and a, depend on the
turbulent heat exchange in the flow. For the following analysis, the ratios &, /¢,
and &, /eny are set equal to one. This assumption has been made previously by Lee
(1982) and Chieng and Launder (1980). Weigand et al. (2002) proved this
assumption by solving Eq. (3.6) numerically by using a non-isotropic heat flux
model for the heat transfer in a planar channel. They concluded that the above
assumption is well justified for the applications considered here. Assuming that the
ratio &,/&p, is equal to one, results in the fact that a; is equal to a, (see Eq. (5.8)).
Since axial heat conduction effects in turbulent flows are only important if the
Prandtl number is very small, the turbulent Prandtl number has to be calculated by
adopting a model suitable for liquid metal flows (e.g. Egs. (3.79)-(3.82)).

Turbulent Pipe Flow

If the flow index F is set to one in the equations, the turbulent heat transfer in a pipe
for a low Peclet number flow can be predicted. For the following calculations the


http://dx.doi.org/10.1007/978-3-662-46593-6_3
http://dx.doi.org/10.1007/978-3-662-46593-6_3
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Table 5.5 Eigenvalues and j Rep = 5000 Rep = 10,000

constan'ts for turbulent pipe Py N Ir e

flow with Pr = 0.001 J i i J
0 10.915 —0.3959 33.569 —0.2064
1 17.925 0.4220 45.293 0.3225
2 25.530 —0.3748 59.584 —-0.3210
3 33.266 0.3354 74.598 0.3018
4 41.051 —0.3049 89.896 —0.2820
5 48.859 0.2810 105.33 0.2644
6 56.628 —-0.2617 120.85 —0.2491
7 64.512 0.2458 136.41 0.2359
8 72.348 —0.2324 152.01 —0.2244
9 80.189 0.2209 167.63 0.2144
j —4; A7 —4; A7
0 3.305 1.2055 4.280 1.3923
1 10.626 —0.6417 16.837 —0.7376
2 18.337 0.4758 31.444 0.5281
3 26.127 —0.3936 46.622 —0.4262
4 33.947 0.3430 62.023 0.3653
5 41.779 —0.3080 77.532 —0.3242
6 49.617 0.2820 93.102 0.2943
7 57.460 —-0.2618 108.71 -0.2713
8 65.305 0.2453 124.34 0.2530
9 73.152 —-0.2317 139.98 0.2380

turbulent Prandtl number model of Azer and Chao (1960) (see Eq. (3.82)) as well as
the Kays and Crawford model (1993) (see Egs. (3.79)—(3.81)) have been used.
These two models have been found to give reliable answers for turbulent liquid
metal flows. The reader is referred to Weigand (1996) or to Weigand et al. (1997)
for comparisons between calculations and measurements for liquid metal flows in
pipes with the above mentioned models for Pr,.

Eigenvalues and constants are shown in Table 5.5 for a Prandtl number of 0.001
and different values of the Reynolds number. It can be seen from Table 5.5 that the
positive eigenvalues increase rapidly with growing values of the Reynolds number.
This shows again the decreasing influence of the axial heat conduction within the flow.

Figure 5.10 shows the distribution of the Nusselt number for fully developed
flow (Nu,) as a function of the Peclet number for Pr = 0.022. The predicted values
have been obtained by using different models for the turbulent Prandtl number. It
can be seen that the two models give relatively similar results. The predicted values
have been compared to experimental data from Sleicher et al. (1973) and Gilliland
et al. (1951) (taken from Azer and Chao 1960). As it can be seen from Fig. 5.10, the
agreement between experimental data and predictions is good.

Table 5.6 shows values of the Nusselt number Nu__ for fully developed flow for
different values of the Prandtl and Reynolds number. In addition, the table contains


http://dx.doi.org/10.1007/978-3-662-46593-6_3
http://dx.doi.org/10.1007/978-3-662-46593-6_3
http://dx.doi.org/10.1007/978-3-662-46593-6_3
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the relative deviation of the Nusselt number for a parabolic calculation AE =
(Nue]]iptic - Nuparabolic) / Nuepiptic-

From the entries in Table 5.6, it is obvious that axial heat conduction effects are
not important for the fully developed flow (x — oo). Therefore, the influence of
axial heat conduction on the Nusselt number for fully developed flow can be
neglected with good accuracy. This may not be the case when the thermal entrance
region is considered.

Figure 5.11 shows the relative error AE for the local Nusselt number by ignoring
the axial heat conduction within the thermal entrance region. As mentioned before,
the relative error is negligible for the fully developed flow (x — oo). However, it
may be very large for small values of the axial coordinate. For example for
Pep = 10, the error will be about 30 % for x/(D Pep) = 0.01 and for smaller values
of the axial coordinate this error is even larger. This example illustrates that axial
heat conduction effects may be important in the thermal entrance region, also for
turbulent flows.

Figure 5.12 shows the local temperature field in the flow for two different values
of the Peclet number. The increasing effect of the axial heat conduction in the flow

Table 5.6 Nusselt number Pr ‘ 0.002 | 0.006 ‘ 0.01
for fully developed flow
(NuZ) Rep
3000 8.370 8.284 8.277
(0.014) (0.003) (0.001)
5000 8.518 8.484 8.497
(0.007) (0.001) (0.0004)
10,000 8.760 8.783 8.835
(0.002) (0.0002) (0.0001)
20,000 8.919 9.011 9.149
(0.0004) (0.0) (0.0)
30,000 9.012 9.175 9.408
(0.0002) (0.0) (0.0)

The values in

brackets indicate the relative deviation AE =

(Nue]]ip[ic *Nllparabouc) /NUgpipic  between an elliptic and a
parabolic calculation
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Fig. 5.11 Relative error in the local Nusselt number by neglecting the axial heat conduction
within the fluid (Weigand 1996)
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Fig. 5.12 Temperature distribution for a thermally developing flow in a circular pipe (Weigand

1996)
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for decreasing values of the Peclet number is clearly visible for small axial values. It
is interesting to see how the region of influence of axial heat conduction for x <0
increases for decreasing Peclet numbers. This shows again nicely the elliptic effect
of the axial heat conduction within the flow. This also demonstrates that it would be
not correct to prescribe for such a case just the temperature distribution at x = 0,
because this is in fact part of the solution of the problem.

Turbulent Flow in a Planar Channel

For flow and heat transfer in a parallel plate channel, the flow index F in the
preceding equations must be set to 0. The behaviour of the solutions, e.g. for the
Nusselt number, is very similar to the one for the circular pipe and therefore is not
be shown here. The reader is referred to Weigand (1996) and Weigand et al. (2002)
for a detailed presentation of these results.

5.2 Heat Transfer for Constant Wall Heat Flux for x < 0
and x > 0

This case has been studied analytically by Papoutsakis et al. (1980b) for laminar,
hydrodynamically fully developed pipe flow and by Weigand et al. (2001) for
laminar and turbulent hydrodynamically fully developed pipe and channel flows. The
geometry under consideration and the used coordinate system are shown in Fig. 5.13.
Similar to the considerations given in Sect. 5.1, we start with Eq. (5.3)

or 10 [ r em \ OT 0 em \ OT
pcpu(n)a_r—F% [r (k+pcpp—rt) %} +a [<k+pcpl’—r,) a} (5.3)

RRRERANR

, WL

A\ 4

developed ————»
flow —

—
77

Gy =0

Fig. 5.13 Geometrical configuration and coordinate system
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This equation has to be solved together with the boundary conditions

n=0:9T/on=0, (5.62)
n=L:x<0:9T/0n =0,
x>0:0T/0n = qw/k,
Iim T =T,

X——00

Introducing the following dimensionless quantities
(5.63)

L
Pe;, = Re; Pr,Re;, = M—,Pr =
v

Vo
—Em =
a

into the energy equation (5.3) and into the boundary conditions, Eq. (5.62), results in

.., 00 1 0 ., 00 10|p . 00
”(”)gfpfeia |:al(n) 856] +;7% [" az(n)aﬁ} (5.6)

with the boundary conditions

X—-—00:0=0 (5.64)
- 00
n—O.aﬁ—O
00 00
n=1:x == x<0:—=
n=1:x>0 o 1, x<0 o 0

Similar to the procedure shown in Sect. 3.3, the temperature for the present case has
been made dimensionless with the constant wall heat flux and the thermal con-
ductivity of the fluid. The functions a; and a, are given by Eq. (5.8). The solution
procedure for the energy equation for a constant heat flux at the wall is similar to the
one for constant wall temperature. We are introducing again the axial energy flow
through a cross-sectional area of height 72 (E(x, 1)), given by Eq. (5.9). This results
again in a system of partial differential equations, Eq. (5.10), with the solution

vector S and the matrix operator L defined by Eq. (5.11). The boundary conditions
for the function E(x,7) can be derived from the definition of the axial energy flux,
Eq. (5.9), by using Eq. (5.64). One obtains

lim E=0, #=0:E=0 (5.65)

- {0, —00<x<0
n=1:E=< _~ _
x, x>0
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For the inner product, the expression given by Eq. (5.14) can be used again.
However, because of the changed boundary conditions, D(L) needs to be adapted

D(L) = {cﬁ € H : L® (exists and) € H, 0y(1) = 0,(0) = 0} (5.66)

where the only change in Eq. (5.66) compared to Eq. (5.15) lies in the changed
boundary condition that @, (1) = 0. For the eigenvalue problem one obtains again

{;Faz( )® } *’F{ b )—a}iqul =0 (5.23)

Pej
but now with the boundary conditions
<D;1 (0) =0, <I>}1(1) =0 (5.67)

Comparing the boundary conditions given by Eq. (5.67) for a constant wall heat
flux to the ones for a constant wall temperature, it can be seen that only the
boundary condition for 7 = 1 has been changed. The normalizing condition for the
eigenfunctions, Eq. (5.25), can be used again. Similarly as for Eq. (5.26) it can be
shown that an arbitrary vectorf can be expanded into a series of eigenfunctions and
the result is given by Eq. (5.30).

Since the expansion of an arbitrary vector in terms of eigenfunctions has already
been developed, we focus directly on the solution of the system of partial differ-
ential equations given by Eq. (5.10). Because of the non-homogeneous boundary

condition for the heat flux, the vector S does not belong to the domain D(L) given

by Eq. (5.66). However, it can be shown that
<g s, cf>j> - <§ ch>j> — @y (1E®, 1) (5.68)

Note here the difference in this equation compared to Eq. (5.31). The last term on
the right hand side of Eq. (5.68) is now a function of the axial coordinate and no
longer a constant. Taking the inner product of both sides of Eq. (5.68) one obtains

; <S d, > - zj<§, cf>,> — @y (1E(, 1) (5.69)

Equation (5.69) represents an ordinary differential equation for the expression

<§, (f)j> and can be solved separately for positive and negative eigenvalues. This
results in
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<§, (5;> =—0;(1) / E(x,1)exp(4; (X — X))dx (5.70)
(5.8) = @}) / Ei, 1) exp(3; (3 — ¥))dx (5.71)

After evaluating the integrals in Eqs. (5.70) and (5.71), the following result for the
temperature distribution ®, which is the first vector component of §, can be derived

¥<0: O i) =) ST () (5.72)
Jj=1 j j
i>0:0(%7) = i (Dflfl) @,l(ﬁ)wi q)ﬂfl)zcb,l(n) (5.73)
—iq)’i(l)ﬁ 7 exp(%; %)
=]

The temperature distribution given above contains for x > 0 both negative and
positive eigenfunctions. The expressions for the temperature field can be further
simplified by replacing the first two terms in Eq. (5.73). This results (see Appendix
D) in

J?SO:@()?,?L)zZA exp( >(D+( ) (5.74)
=0
i>0:0(%7) = ¥(i)+ (F+1 x—ZA 1) exp(/; %) (5.75)
Jj=0
with the function ¥ (72) given by
+1 -

¥(7) = / o / Vil'ds din 4 C, = P (it) + C, (5.76)

Fay(n)

0
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where
7 1 1
/r aj(R)dn — (F+ 1) / (5.77)
PeL
0 0
The coefficients A; are defined by
P (1 @),
A= e ( “) (5.78)
/1 (_ﬁ a7 A A=l

It is interesting to focus again on the differences in the solutions for the tem-
perature field for the case of a constant wall temperature and for the case of a
constant wall heat flux. For the case of a constant wall temperature, Egs. (5.40) and
(5.41) show that the temperature in the field changes like an exp-function for
positive and negative values of the axial coordinate. Physically, this means that the
fluid tries to achieve asymptotically the changed wall temperature after the tem-
perature jump at x = 0. For the case of a constant heat flux at the wall, the tem-
perature of the fluid will rise with increasing values of the axial coordinate. This is
reflected by the second term on the right hand side of Eq. (5.75). The third term in
Eq. (5.75) represents the response of the system to the change in the heat flux for
X = 0, whereas the first term on the right hand side in Eq. (5.75) represents the
shape of the fully developed temperature distribution, for large values of the axial
coordinate. This behaviour is very similar to the one already discussed in Sect. 3.3.
However, there is an important difference, which lies in the fact that the inlet
temperature profile (at x = 0), for the case with axial heat conduction, is now part of
the solution and no longer a boundary condition.

After the temperature distribution in the flow is known, the distribution of the
bulk-temperature and the Nusselt number can be calculated from their definitions
given by Egs. (3.64) and (3.65). This results in

1
<0 0(F) = (F+1)2Ai+exp(zj5c)/ur o (i) dit (5.79)
= )
2 1
> 0:0,(%) /chu )dit + (F 4+ 1)% (5.80)
PeL

0

1
—(F+1 ZA exp)x/ur ﬂ n)dn+
J=0 0
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1

4 %
5c>0:NuD:—(F+ Pe /r ay(n)dn —¥P(1) (5.81)
L

0

— FZOA; exp (ific)
1

(F+1) / ar” ;) ()dn — @}, (1)

0

Because of the applied boundary conditions of an adiabatic wall for x <0, the
Nusselt number has to be zero in this region.

5.2.1 Heat Transfer in Laminar Pipe and Channel Flows
Jor Small Peclet Numbers

For a laminar flow, the functions a, and a, are equal to one. In addition, the velocity
profile is given by a simple parabolic distribution, see Egs. (3.1) and (3.2). For this
simple case, the function W(72), appearing in the temperature distribution, can be
predicted analytically (see e.g. Papoutsakis et al. 1980b for pipe flow). For large
values of the axial coordinate (X — c0), the temperature distribution for x > 0,
Eq. (5.75), therefore simplifies to

Pipe
7 2 7
C) =% 4P ——4— 5.82
(%,7) =25+ 7 7 p 24 (5:82)
Planar Channel
-~ 3 )74 1 1
e} = = 5.83
(®3) =%+ 7 -5+ Pl 7 (5:83)

which is the temperature distribution of the fully developed flow. From Eqgs. (5.82)
and (5.83) one can see that the effect of axial heat conduction on the fully developed
temperature profile is proportional to 1/Pe?.

Laminar Pipe Flow

In order to investigate this case, the flow index F in all equations has to be set to
one. This has been investigated by Papoutsakis et al. (1980b) for the case of a semi-
infinite and also for a heated zone with finite length. Although they derived in their
paper equations for the local Nusselt number distribution, only temperature dis-
tributions have been shown in their paper. Figure 5.14 shows the distribution of the
bulk-temperature for various values of the Peclet number. This figure elucidates the
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O Hennecke (1968)
— Analytical solution
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X

Fig. 5.14 Distribution of the bulk-temperature for different values of the Peclet number (Weigand
et al. 2001)

effect of axial heat conduction. It can be seen that for Pep = 5, the bulk-temperature
is already zero for small distances upstream of X = 0. This is different for smaller
Peclet numbers. For Pep = 1, one notices the large effect of the axial heat con-
duction in the fluid, resulting in finite values of ®, also far upstream of the entrance
into the heating section. The analytically predicted values of the bulk-temperature
have been compared with numerical predictions of Hennecke (1968) and very good
agreement is found.

Figure 5.15 shows comparisons between present calculations of the local Nusselt
number and predictions by Hsu (1971a), Nguyen (1992), Bilir (1992) and
Hennecke (1968) for two different values of the Peclet number. As it can be seen
from Fig. 5.15, the agreement between the present analytical calculations and the
Nusselt number from other predictions is very good.

Figure 5.16 shows the distribution of the local Nusselt number for five different
Peclet numbers (data taken from Nguyen 1992). As it can be seen from Fig. 5.16,
the curves for the Nusselt numbers have an inflection point, i.e. Nup increases with
decreasing Peclet numbers. This phenomenon has been found by various workers,
e.g. Hennecke (1968) and Hsu (1971a).

Weigand and Abdelmoula (2014) presented correlations for the local Nusselt
number in the thermal entrance region for X > 0. These correlations have been
based on the following expression for the local Nusselt number

Nu D
Nu_

oo

1/n

= [(a exp(=bx°))"+1] (5.84)

This kind of expression has been extensively used in the past for correlating
Nusselt number distributions in the thermal entrance region for constant wall
heat flux boundary conditions (see e.g. Shah and London 1978). The value of
Nu_, = 4.36364 according to Shah and London (1978). The constants in Eq. (5.84)
have been determined by Weigand and Abdelmoula (2014) to
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a = 1.257exp(—0.1Pep) +7.876 x 1074

b = 95.55(1.002 — exp(—0.05 Pej;***))

¢ = 0.3276 exp(—0.02255 Pe;”*) + 0.3772
n = 2.46exp(—0.5919 Pej;**") +0.1316

(5.85)

It is interesting to note that this correlation will work for arbitrary Peclet numbers.
For larger Peclet numbers the distribution of the Nusselt number without axial heat
conduction is obtained automatically.

Laminar Channel Flow

In this case, the flow index F has to be set to zero in all equations. Figure 5.17
shows typical temperature distributions @y — ® for various axial locations. One
clearly sees that already for x <0 a temperature profile exists because of the axial
heat conduction effects within the fluid. This profile is also present upstream of the
start of the heating section. For larger values of the axial coordinate the fully
developed temperature distribution, given by Eq. (5.83), is obtained asymptotically.

Also for this case a correlation for the local Nusselt number distribution has been
derived by Weigand and Abdelmoula (2014). This correlation is based again on
Eq. (5.84) using the following constants

a = 0.4538 exp(—0.08085 Pep) — 0.01017 exp(—0.02529 Pep) + 104
b = 220(1.027 — exp(—0.04062 Pep))

5.86
¢ = 0.2884 exp(—0.01074 Pe;;"™*) + 0.4364 (5-86)
n = 0.6921 exp(—0.1148 Pel;"*”%) + 0.1238
For this case Nu_ = 8.2352941 (see Shah and London 1978).
Fig. 5.17 Temperature 0.7
distribution (@y — @) for Pep=5

0.6 -

Pep = 5 and various axial
positions

6,-0
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5.2.2 Heat Transfer in Turbulent Pipe and Channel Flows
Jor Small Peclet Numbers

For a turbulent flow, the functions @, and a, are depending on the turbulent heat
exchange in the flow. For the calculations, assuming a constant wall heat flux
boundary condition, the ratio &/, can be set to one and the models for the
turbulent Prandtl number, explained in Sect. 5.1.2, can be used.

Turbulent Pipe Flow

The general behaviour for turbulent pipe flow is similar to the one for laminar flow,
even though radial mixing processes are enhanced by the turbulent fluctuations.
Figure 5.18 shows distributions of the centerline temperature in the pipe for three
different Peclet numbers and a Prandtl number of 0.001. For large Peclet number it
can be seen that no heat is transferred upstream of x = 0. Therefore, this problem
could be treated as parabolic. For lower values of the Peclet number, axial heat
conduction effects start to change the centerline temperature upstream of x = 0.
Because of the heat transferred upstream, the fluid temperature at the centerline
increases to values larger than zero. Figure 5.19 shows a comparison between
analytically predicted Nusselt numbers for the fully developed flow (Nu_ ) and
experimental data of Fuchs (1973). It can be seen that the predictions are in good
agreement with the experimental data.

Figure 5.20 shows the distribution of the local Nusselt number for different
Peclet numbers and Pr = 0.001. It can be seen, that increasing values of the Peclet
number result in enhanced turbulent mixing and, therefore, in increased values of
the Nusselt numbers.

1 T T T T T T
08~ Pep=1 parabolic ]
L Pep =2 p
Pep=5
> 06 Pep = 10 .
Il
1= r |
&
® 04 —
0,2 —
0 ! | L | L | L |
-3 2 1 0 1 2 3
X

Fig. 5.18 Temperature distribution at the pipe centerline for Pr = 0.001
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Fig. 5.19 Nusselt number for 30 -
fully developed flow (Nu_) A Fuchs (1973) ,
as a function of the Reynolds 4 — Kays and Crawford (1993) y
number (adapted from == Analytical solution .
Weigand et al. 1997) 20 1
. 8
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Fig. 5.20 Variation of the
local Nusselt number for Pr=10.001
different Peclet numbers and
Pr = 0.001 (Weigand et al.
2001)
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Turbulent Channel Flow

For this case, the flow index F has to be set to zero in all equations. Table 5.7 gives
the first ten eigenvalues and constants for the turbulent flow in a parallel plate
channel for Pr = 0.001 and for two different values of the Reynolds number.

As it can be seen from the entries in Table 5.7, the first non-zero negative
eigenvalue (4, ) stays nearly constant for both Reynolds numbers. On the other
side, it can be seen that the first non-zero positive eigenvalue (11*) strongly
increases with growing values of the Reynolds number. This shows again the
decreasing importance of the effect of axial heat conduction with growing values of
the Peclet number. This behaviour is very similar to the laminar flow case con-
sidered before.
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Table 5.7 Eigenvalues and constants for turbulent channel flow with Pr = 0.001

j Rep = 5000 Rep = 10,000

)f A /lf A
0 0 0 0 0
1 100.72 2.9632E—4 353.45 4.0451E-7
2 179.41 —2.0154E-3 622.30 —1.9948E—-05
3 197.87 4.1893E—3 690.36 2.7807E—04
4 223.14 —3.9981E—-3 729.86 —9.6244E-04
5 255.70 2.9457E-3 766.13 1.3601E—03
6 290.88 2.2146E-3 817.95 —1.2109E-03
7 327.40 1.7109E—-3 878.26 1.0252E—-03
8 364.69 —1.3554E-3 943.31 —8.7132E-04
9 402.47 1.0973E-3 1011.5 7.4558E—04
10 440.58 —9.0511E—4 1081.8 —6.4275E-04
j —4 il A A
0 0 0 0 0
1 10.31 —1.7544E-1 10.82 —1.8372E-1
2 34.50 4.2981E—2 40.14 4.7222E—2
3 65.28 —1.8317E—2 83.48 —2.0737E—2
4 99.21 9.8721E-3 136.53 1.1391E—2
5 134.85 —6.0627E—3 196.11 —7.0954E—-3
6 171.53 4.0512E-3 260.15 4.7916E—-3
7 208.88 —2.8746E—3 327.31 —3.4235E-3
8 246.68 2.1344E-3 396.72 2.5503E-3
9 284.80 —1.6420E—3 467.82 —1.9623E—-3
10 323.14 1.2997E-3 540.18 1.5496E—3

5.3 Results for Heating Sections with a Finite Length

In the previous sections, we investigated the axial heat conduction effect for a
hydrodynamically fully developed flow for a semi-infinite heating section. For this
type of applications, the influence of the axial heat conduction scales very well with
the Peclet number, and for flows with a Peclet number larger than 100 axial heat
conduction effects can be neglected with good accuracy. Furthermore, for a
hydrodynamically and thermally fully developed flow, the effect of axial heat
conduction can normally be neglected with sufficient accuracy. However, the above
given guidelines may not be applicable, if the length of the heating section
decreases in size. It is quite obvious that axial heat conduction influences the heat
transfer in a very short heated section also for larger values of the Peclet number. In
addition, it should be noted that this type of problems can not be calculated cor-
rectly using the simplified energy equation (e.g. Eq. (3.14)), which is parabolic in
nature. This is obvious because the parabolic nature of the simplified energy
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equation permits that the end of the heating zone influences the conditions within
the heating zone. The present section explains how the analytical method previ-
ously established can be adapted to this sort of problems. The resulting solutions are
as simple and efficient to compute as the previously discussed solutions for the
semi-infinite heating section.

5.3.1 Piecewise Constant Wall Temperature

This case has been investigated by Lauffer (2003) and Weigand and Lauffer (2004).
The geometry under investigation is shown in Fig. 5.21. It can be seen that the wall
temperature changes from T, to Ty for O <x < x;. The length of the heating
section is x;.

The analysis presented in Sect. 5.1 can be used to solve the present problem.
However, the boundary conditions have to be adapted and now are given by

n=L:T="Tyx<0,x>xi, (5.87)
T =Ty, 0<x<xp,

n=0:09T/dn =0,

lim T=T, lim T=T,

X——00 X—+00

The changed boundary conditions result in a changed expression for the function
g(x), which appears in Egs. (5.36) and (5.37). If the integrals in Egs. (5.36) and
(5.37) are solved, the following temperature distribution in the fluid can be obtained
(Lauffer 2003)

|
I
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Fig. 5.21 Geometry and boundary condition for a piecewise constant wall temperature
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$<0:0GA) =1+ iAj@jl(ﬁ) exp(4; %) [1 - exp(—zj*xl)} (5.88)
i=0
0<i<i : (5.89)
@(ic,fz)——f%Aj(Djl( exp( ) z:A+ exp(ﬂ (x—x1)>

i>F 0GR =1 —2/1](1)]1( )exp(/l )[1 —exp(—i;fcl)} (5.90)

where ¥; = x;/(LPe.). From the above equations, it can be seen that for X; — oo
the results for the semi-infinite heating section are obtained, (see Eqgs. (5.48) and
(5.49)). Furthermore, it is interesting to note that for the case of a finite heated
section the temperature distribution within the heating zone is influenced by
positive and negative eigenvalues and eigenfunctions (see Eq. (5.89)). The distri-
bution of the Nusselt number can be obtained from the definition of this quantity
and the known temperature distribution given by Egs. (5.88)—(5.90). This results in

—4YX AT (1) [exp(;f ) — exp( (7 — xl)ﬂ

)~C§0 : NuD =
S04 fo ur%’n[exp(ﬁr )—exp(i (x—xl))}
(5.91)
0<Xx<Xx:
N TAEE AT (1) — 421 o A7 @7 (1) exp(4; %) (5.92)
4FZA+/CDJ uernexp( (x—x1)> (5.93)

0
1

+45N A | @ (R)a i diexp( 4
> [omnr (i)
43 20 A D (1 )[exp(} TX) —exp(/ﬁ (x—xl))}
4FZ] 0 A7 fo o ()i 7 di [exp( )—exp(){(ic—icl))}
(5.94)
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The above equations for the distribution of the Nusselt number reduce to the
ones given by Eqgs. (5.52) and (5.53) for the case of a semi-infinite heating zone
(X1 — o0).

As mentioned before, the problem of a piecewise heated planar channel has been
solved numerically by Weigand et al. (2002). Figure 5.22 shows a comparison
between the analytically and numerically predicted distribution of the bulk-tem-
perature (Lauffer 2003) for a turbulent flow and a length of the heated zone of
X1 = 0.1. It can be seen that the bulk-temperature tries to approach the wall tem-
perature within the heated section. At the end of the heated section, the bulk-
temperature decreases then towards the uniform temperature 7. If the axial coor-
dinate is scaled by the length of the heating zone (X = X/X;), the effect of a
changing length of the heating zone can be seen nicely.

Figure 5.23 shows the relative error between a parabolic and an elliptic calcu-
lation for Pep = 10 and a laminar flow through a circular pipe. It can be seen that
near the start and the end of the heating section always a large deviation between
the elliptic and the parabolic calculation exists. In these areas, the axial heat con-
duction in the fluid changes the temperature distribution substantially in the pipe
and therefore the values of the Nusselt number are changed. If the heating zone
decreases in length, axial heat conduction might be important throughout the full
heated section. For such a situation, the complete energy equation has to be taken
into account. This is clearly visible in Fig. 5.23. For the short heating section of
X1 = 0.1, the axial heat conduction in the flow results in a dramatic change of the
temperature field, resulting in about 40 % relative error in the Nusselt number, even
in the middle of the heated section.

05 T T T T T T T T T T
— Analytical solution
o Numerical calculation
04 (Weigand et al. (2002) ) T
031
Oy
0.2
0.1
0 . L
-0.1 0 0.1 03 04 05

0.2
X

Fig. 5.22 Comparison between a numerically and an analytically predicted distribution of the
bulk-temperature for a turbulent flow in a parallel plate channel with turbulent internal flow
(Rep = 40,000, Pr = 0.01, x; = 0.1)
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Fig. 5.23 Relative error of the Nusselt number between elliptic and parabolic calculations for a

laminar pipe flow (Pep = 10) with different length of the heating section

5.3.2 Piecewise Constant Wall Heat Flux

The case of a piecewise constant wall heat flux has been discussed by Papoutsakis
et al. (1980b) and Weigand et al. (2001). The solution approach is very similar to
the one outlined above for the piecewise constant wall temperature. The geometry

and the boundary conditions under investigation are shown in Fig. 5.24.

g, = const.
WAL 3
<
S E— L
Fully developed X
__________________________ oW e > . \ 4
— <
—_— — N
N N
4w =0

Fig. 5.24 Geometrical configuration and boundary conditions
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The boundary conditions given by Eq. (5.64) have to be changed according to

oT
=0:—=0 5.95
n=0:T =0, (5.99)
oT
n=L:x<0,x>x; : —=0,
on
o _ gqw
0 — =
<x<X on X
111;[1 T:To

This results in a changed description of the boundary conditions for E. This means
that Eq. (5.65) has to be replaced by

lim E=0, #i=0:E=0 (5.96)
0, —o00o<x<0

h=1:E={% 0<i<i
)~C1, )~61§)~C<OO

This changed expression for E(X,1) has to be inserted into the integrals in
Egs. (5.70) and (5.71). These are, however, all the changes we need to do in order
to solve this relatively complicated problem. Evaluating Egs. (5.70) and (5.71)
results in the following temperature distribution for this case (Weigand et al. 2001)

¥<0: 0% n) = i q)gfl)zexpﬂ(jf%) [1 - exp(—iﬁcl)} i(n)  (5.97)
=0 ||@; i

0<i<i : O i) = ¥({i) + (F+ )i — EOO:A]TQJ.‘] (i) exp (z;x) (5.98)
=0

— f;Aj*(Dfl (n) exp (/L]+ (x — 561))

x>% :0OX,n) = (F+ 1)x + iAj_CDﬁ(fl) [exp(—ijﬁcl) - l} exp <)t;56)
=0
(5.99)
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with the function W(71) given by Eq. (5.76). Again the distribution of the bulk-

temperature and the Nusselt number can be calculated from the definitions of these
quantities and one finally obtains

1
¥<0: Opx) = (F + 1)ZA [1 —exp( )+x1)} exp )+ /urF(D+ i) dit
0

j=0
(5.100)
F41? |
0<i<i : O(F) :#/?Fal(ﬁ)dﬁ—i— (F+ 1% (5.101)
Pe; ),
. 1
—(F+1) ZA; exp(/‘gsc) / ar” ;) (n)dn
=0 o
. 1
—(F+ I)Z exp x—xl) /urF(I)+ (n)dn
=0 o
>3
o 1
O = (F+1){ % — Y4 [exp(—47% ) — 1] exp () / a0 (7)di
=0 0
(5.102)

The Nusselt number is zero for x <0 and for x> x;. For 0 <x<Xx; the Nusselt
number is given by

Pe?

1
)
Nup = — e {F+1 /Falndn— (1) (5.103)
0

_iA exp(/l (x—xl))|:F+1 / (R)dn — @ (1):|}

j=0 0
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5.4 Application of the Solution Method to Related
Problems

The present method can be easily adapted to other related problems. Papoutsakis
and Ramkrishna (1981) used the method for example for predicting the heat transfer
in a capillary flow emerging from a reservoir. If source terms are present in the
energy equation, the method can still provide a complete solution of the problem.
The reader is referred to Weigand et al. (1993) for such an application of the
method.

The method can also be used to solve related problems with other geometries.
Weigand et al. (1997) and Weigand and Wrona (2003) used the method to solve the
extended Graetz problem for laminar and turbulent flows inside concentric annuli
for constant wall temperature as well as for piecewise constant wall heat flux
boundary conditions. The geometry and the boundary conditions are shown in
Fig. 5.25.

TO r Tw

Ro

Fig. 5.25 Geometrical configuration and boundary conditions for the extended Graetz problem in
a concentric annuli
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If another geometry is investigated, the definition of the inner product, given by
Eq. (5.14), needs to be adapted. For the heat transfer in concentric annuli it takes the
form (see Weigand et al. 1997)

1

- = Pe?, N
<<D,Y> —(1- X)O/ . oA Ta(P) di (5104
41 = @ (F)((1 = 2)F + 7)

where the following abbreviations have been used

}’—Ri
R()_Ri

~L D=2(R,—R), F= (5.105)

Figure 5.26 shows, as an example, one result for the heat transfer in a concentric
annuli with a constant wall heat flux for laminar flow. The distribution of the
Nusselt number is compared with an analytical solution by Hsu (1970), which has
been constructed from two independent series solutions for x < 0 and x > 0. Both,
the temperature distribution and the temperature gradient were then matched at
x = 0 by constructing a pair of orthonormal functions from the eigenfunctions and
using the Gram-Schmidt orthonormalization procedure. This method, therefore,
was quite cumbersome for finding the solution of the problem. Compared to this
solution, the present approach presents the analytical solution in a form, which is as
simple as the one for the parabolic problem.

Fig. 5.26 Local Nusselt
number for a concentric 145
annulus with constant heat
flux at the wall (Weigand and
Wrona 2003)

® Pep =20 (Hsu (1970) )1
¢ Pep= 1 (Hsu (1970))
— Analytical solution
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3
=2
8¢
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For more detailed explanations and for applications for turbulent flows inside
concentric annuli the reader is referred to Weigand et al. (1997) and Weigand and
Wrona (2003). Weigand and Eisenschmidt (2012) investigated the extended Graetz
problem with piecewise constant wall temperatures at the outer wall for laminar and
turbulent flows through a concentric annulus. For the inner cylinder two different
temperature boundary conditions have been investigated; adiabatic or piecewise
constant temperature variations. Similar as for pipe flows, it has been shown that the
heating zone’s length is an important parameter. A small length of the heating zone
requires the consideration of axial heat conduction effects for nearly all Peclet
numbers. As the heating zone gets smaller and smaller, the behaviour of the tem-
perature field in the flow gets more and more effected by the finite length of the
heating zone and elliptic effects cannot be ignored any longer.

Weigand and Gassner (2007) investigated the effect of a finite wall thickness on
the heat transfer with taking axial heat conduction in the flow into account. An
analytical solution with the method shown in this chapter has been obtained for a
planar channel with a finite wall thickness. A piecewise constant temperature at the
outer wall has been considered. The geometry and the coordinate system for this
configuration is shown in Fig. 5.27.

In Fig. 5.27 it can be seen that the length of the higher wall temperature is 2 /;.
Figure 5.28 shows the temperature distribution ®y = (Tw — Tp)/(T1 — Tp) for
various values of the dimensionless wall thickness d = d /h. It can be seen that the
temperature distribution at the inner wall cannot follow the outer prescribed
piecewise constant temperature for larger values of the wall thickness.

The analytical solution has been compared to a numerical solution with
FLUENT and good agreement has been found.

The above described method has also been used for the prediction of the ther-
mally developing laminar flow of a dipolar fluid in a duct by Akyildiz and Bellout
(2004). Dipolar fluids are the simplest example of a class of non-Newtonian fluids
called multipolar fluids (see Bleustein and Green 1967 for a more detailed infor-
mation about dipolar fluids).

Fig. 5.27 Geometrical 2
configuration and coordinate u T
system (Weigand and Gassner \ ! d
2007) 2 [T |
y h }
T o 0 L " T °
(LTI
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Problems

5-1 Consider the flow and heat transfer in a planar channel with height 2h. The

plates have a constant wall temperature T; for x <0 and Ty for x > 0. The
velocity profile of the laminar flow in the planar duct can be simplified to a
slug flow profile with u = u = const. The velocity component in the y-
direction v = 0. All fluid properties can be considered to be constant. Axial
heat conduction in the flow cannot be neglected, because of small values of the
Peclet number. The temperature distribution in the fluid can be calculated from
the energy equation
or ’T 0T
e 5)

with the boundary conditions
x=0:T= TO
oT

ay y Y w

y=0:

(a) Introduce the following dimensionless quantities

. xa x1 _ y T—-Tw

YT hah hPe? T T T, — Ty
What is the resulting differential equation and the boundary conditions in
dimensionless form?

(b) Show that the above considered problem reduces in case of negligible
axial heat conduction in the fluid (Pe — o0) to Problem 3.3.

(c) Use the method of separation of variables to solve the given problem
(® = f(¥)g(y)). What equations are obtained for the functions f and g?
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(d) Predict the complete solution for the temperature field.

(e) Compare the obtained temperature distribution with the one of Problem
3.3 for three different Peclet numbers (Pe = 0.1, 1, 2) for x/h = 1. What
influence has the axial heat conduction on the temperature profile?

(f) Was it physically correct to prescribe a constant temperature distribution
for x = 0? Explain your answer.

Problem 5-1 should now be solved with the method outlined in this chapter.
The boundary condition for x =0 : T = T is replaced by

Iim T = T()7 lim T = TW
X——00 X—0C

(a) Introduce the dimensionless quantities given in Problem 5.1. What is the
resulting dimensionless differential equation and what are the boundary
conditions?

(b) Split the problem into two first order partial differential equations by
introducing a solution vector S consisting of the temperature and the axial
energy flow. What system of differential equations is obtained? Show the
associated eigenvalue problem and obtain its solution.

(c) Determine the complete solution of the problem.

(d) Compare your solution to the one of Problem 5.1 for x/h = 1 for different
Peclet numbers. Explain your observations.

Consideration is given to the heat transfer in a concentric annulus which has
constant temperatures at the inner and outer radii for x <0 and a temperature
jump for x > O at the outer radius. Show from the definition of the inner
product (Eq. (5.104)) that

<cf>, gY> - <Ld‘>,?>
Show for the heat transfer in a parallel plate channel that
(®;,8¢) = 0for /s # s

by considering the eigenvalue problems

L‘i')j = /Ahj(i’)j and L(f)k = /"uk(f)k

for the case of a constant wall temperature.

Derive from Egs. (5.76) and (5.77) the fully developed temperature distribu-
tion for large axial values for the case of laminar heat transfer in a pipe or a
parallel plate channel with constant wall heat flux. Show that Eq. (5.82) is
obtained in case of a circular pipe, whereas Eq. (5.83) is obtained for a parallel
plate channel.



Chapter 6
Nonlinear Partial Differential Equations

In the previous chapters, we discussed the solution of linear partial differential
equations. Special focus was given to the solution of internal heat transfer problems
for duct flows. However, in most technical applications, problems are often
described by nonlinear partial differential equations. For a lot of these applications,
the equations have to be solved by numerical methods. In contrast to the large
amount of literature dealing with the solution of linear partial differential equations,
much less literature exists on the solution of nonlinear partial differential equations.
One of the major difficulties arising in the solution of nonlinear problems is that we
are no longer able to use the powerful superposition method for constructing
solutions as for linear problems. Sometimes, the equations under consideration may
be solved by using perturbation methods. An example on how to use this sort of
method was shown in Chap. 4 for the solution of eigenvalue problems. In the
present chapter, we do not discuss this solution approach. We will just look at one
example on how to use a regular perturbation method to derive solutions for such
problems. The interested reader is referred to the books of van Dyke (1964),
Kevorkian and Cole (1981), Simmonds and Mann (1986), Aziz and Na (1984) and
Schneider (1978) for many interesting applications of the perturbation method to
fluid dynamics and heat transfer problems. In the following sections, we intend to
provide a short overview on some selected solution methods for nonlinear partial
differential equations occurring in heat transfer and fluid flow problems. The
solution approaches discussed here include, for example, the method of separation
of variables, the Kirchhoff transformation, and special solutions of the energy
equation. However, the focal point of this chapter is on similarity solutions for the
heat conduction and boundary layer equations. Here an overview is given on
different methods and on how to determine these solutions. Similarity solutions are
not only of importance because they may lead to analytical solutions of the
underlying nonlinear partial differential equations, but also, because they play today
an important role as excellent benchmark cases for testing computer codes.
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6.1 The Method of Separation of Variables

This solution method can also be used for nonlinear partial differential equations.
However, since we can not use the superposition principle to fulfill arbitrary
boundary conditions, we have to find a solution which already satisfies the partial
differential equation and the related boundary conditions. The method is explained
for the flow and heat transfer on a rotating disk, which rotates with the constant
angular velocity @ in a quiescent fluid. The geometry under investigation is
depicted in Fig. 6.1.

Under the assumptions of angular symmetry for a laminar, incompressible flow
with constant fluid properties and negligible viscous dissipation, the conservation
equations in cylindrical coordinates can be written in the following form (see for
example Schlichting 1982).

Navier-Stokes Equations

o w ov 1op ul[o> 9 v v
A ST A e AT ol b T ) Rl 1
YT T per g {arz +5:() axz} (6.1)
ow  wy ow ulPw 0 /w Pw
VE*T*“E;{WW(:)*W} (62)
ou Ou  10p u Pu 10u  Fu
Vo T T T pox ;[ﬁ*?@*@ (6:3)
Fig. 6.1 Physical model and ! R
coordinate system for the [

rotating disk
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Continuity Equation

ov v Ou

I Ty 6.4
8r+r+8x (6:4)

Energy Equation

8T or (82 10T o°T )

Yo T TN\ o2 Trar T

(6.5)
For the rotating disk, the velocity components u, v and w denote the flow in the
x-, r- and g-direction. Furthermore, we assume that the radius R of the rotating disk
is very large (R — ©0), so that no boundary conditions have to be satisfied for a
finite value of the radius.
The boundary conditions for the above equations are given by

x=0: wu=0, v= (6.6)
X —00: v

No boundary condition is provided for u(x — ©0), because we only know that this
quantity attains a finite value for x — ©o.

As stated above, we consider an incompressible fluid with constant fluid prop-
erties. Therefore, the energy equation is decoupled from the momentum equations
and the continuity equation. This means that we can first solve the momentum
equations and subsequently the energy equation. Let us assume that the solution to
Egs. (6.1)—(6.4) can be represented by the products

= A(r) F(x)
w = B(r) G(x) (6.7)

(r) H(x)

From the boundary conditions given by Eq. (6.6), one immediately obtains

a

u =

w = B(r) G(0) = ro (6.8)

From this equation it follows that B(r) = Bir, where Bj is a constant. If we select
this constant to be equal to w, it follows

w=rwG(x), G(0) =1 (6.9)

After having gained some knowledge of the tangential velocity component w, let us
now introduce the expressions given by Eq. (6.9) into the tangential component of
the Navier-Stokes equations, Eq. (6.2). This results in
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voG(x) +vG(x)w + urG' (x)w = rG" (x)wru/p (6.10)
Introducing also Eq. (6.7) into Eq. (6.10) leads to

WA(r)F(x)G(x) + wA(r)F(x)G(x) (6.11)
+ C(r)H(x)roG' (x) = orG" (x)p/p

Comparing the left hand side of this equation to the right hand side, it is clear that
Eq. (6.11) can only have a solution if the function A(r) = A;r and C(r) = C;.
Selecting the arbitrary constants A; and C; leads to

A(r) = ro (6.12)
C(r) =+ ou/p

This selection of constants guarantees that the functions A, B and C have the same
dimensions. Summarizing, the velocity field is given by

v =rmF(x) (6.13)

w = ro G(x)
w = \Jorlp H(x)

Introducing the above expressions into the momentum equation in the x-direction
results in

10
(o) p)H(x)H'(x) = —;8—§ +1/p/oulp H'(x) (6.14)
From Eq. (6.14) it follows that

9 _

oy = P& = p=p) +1(r) (6.15)

Furthermore, one sees from Eq. (6.14) that we can simplify this equation by
introducing the following dimensionless coordinate

e
n= \/: (6.16)

Inserting Eqgs. (6.15) and (6.16) into Eq. (6.14) results in

H(mH'(n) = —p'+H"(n), p=p/(nw) (6.17)
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where the prime in Eq. (6.17) indicates the differentiation with respect to 7.
Introducing Eq. (6.13) and Egs. (6.15) and (6.16) into Eq. (6.1) gives

1r
0*F? — 0*G* + \Jou/p oF H — u/ poF" = - (r) (6.18)
r

Because on the left hand side of this equation all quantities only depend on the axial
coordinate, the right hand side of this equation can not be a function of » and thus
must be a constant. This leads to the following expression for the function I(r)

2

1(r) = C %+ G (6.19)
If we examine the pressure distribution for # — 00, the pressure needs to attain a
uniform value. This means, that the constant C; in Eq. (6.19) must be zero. The
constant C, can be included into p(y) given by Eq. (6.15). Thus, all expressions for
the velocity components and the pressure are known. Introducing Egs. (6.13),
(6.15) and (6.16) into Egs. (6.1)—(6.4) and the associated boundary conditions,
Eq. (6.6), results in the following set of ordinary differential equations, which has to
be solved for obtaining the velocity distribution over the rotating disk

F* —G*+HF =F" (6.20)
2FG + HG' = G" (6.21)
HH = —-p'+H" (6.22)
2F+H' =0 (6.23)
with the boundary conditions
n=0: F=0,G=1,H=0 (6.24)

n—o0:F=0,G=0

The above set of equations has been solved first by von Karman (1921) by using an
approximation method. Later Cochran (1934) presented a more accurate solution
for the equations.

Figure 6.2 shows the distribution of the functions F, G and H as taken from data
reported by Cochran (1934). From Fig. 6.2, it can be seen that the radial and
circumferential velocity components decrease rapidly with increasing values of #,
while the axial velocity component attains a finite value for large axial distances
away from the rotating semi-infinite disk.
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G

F,G, H

Fig. 6.2 Velocity distribution on a rotating disk (graph compiled from data reported by Cochran
1934)

Let us now focus on the heat transfer problem for the rotating semi-infinite disk.
Introducing the known velocity distribution, Eq. (6.13), and the dimensionless
coordinate, Eq. (6.16), into the energy equation results in

" =PrHO (6.25)
where the dimensionless temperature ® is used, which is defined by

T— T
®_

= "= 2
T (6.26)

Equation (6.25) has to be solved together with the following boundary conditions

n=0: ©@=1 (6.27)
n—00:0=0

The heat transfer problem on a rotating disk has been investigated by Millsaps and
Pohlhausen (1952) for Prandtl numbers in the range of 0.5-10 and by Sparrow and
Gregg (1959) for a large range of different values of the Prandtl number (0.01, 0.1,
1, 10 and 100). Equation (6.25) has the general solution

n

¢
®=C, [ exp|Pr [ H()dE )| dE+Cy (6.28)
[l
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The constants C; and C, can be obtained by satisfying the boundary conditions
according to Eq. (6.27). This results in

- Jo exp(Pr f(f H(E)dé) dé
I o (pe 0

(6.29)

Sparrow and Gregg (1959) investigated the asymptotic behavior of Eq. (6.29) for
small and large values of the Prandtl number. This analysis is shown here in some
detail, because it elucidates nicely the behavior of the heat transfer for extreme
values of the Prandtl number.

Let us focus first on the case of very small molecular Prandtl numbers. Because
the Prandtl number can be interpreted as the ratio of the thickness of the hydro-
dynamic to the thermal boundary layer (Kays et al. 2004), a very small value of the
Prandtl number indicates that the thermal boundary layer is much thicker than the
hydrodynamic boundary layer. This means that for very small Prandtl numbers a
constant value of the velocity distribution can be used as a first guess in order to
solve the convective heat transfer problem. Replacing therefore H = H(co) in
Eq. (6.25), this equation can be integrated easily. One obtains

Pr— 0: © =exp(Pr H(co)y), H(oo) = —0.88447 (6.30)

The Nusselt number is defined by

Nu = IV (pw) _ k(G0 o/ (o) <d®> (6.31)
n=0

kK k an

where, in Eq. (6.31), the quantity /u/(pw) is used as length scale in the Nusselt
number. Inserting Eq. (6.30) into Eq. (6.31) results in

Pr— 0: Nu = 0.88447 Pr (6.32)

If the Prandtl number attains very large values, the thermal boundary layer is
much thinner than the hydrodynamic boundary layer. This means that, in this case,
the velocity distribution can be approximated by a Taylor series expansion of the
velocity field around # = 0. This leads to

H=H(0)+ H' (0)n + %H”(O)nz +-- (6.33)

Since H(0) = H'(0) = 0, only the last term in Eq. (6.33) is retained. Inserting this
expression into Eq. (6.29) results after integration in
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Fig. 6.3 Nusselt numbers for 10.000 4
a heated rotating disk for
different Prandtl numbers
(based on data from Sparrow
and Gregg 1959)

1.000

= 0.100 A
[

0.010 4

0.001
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Pr

Jlexp(LPrH"(0)&%) dé
Jo exp(t PrH”(0)£3) dé

Prooco:0=1-— (6.34)

For the Nusselt number, one obtains from Egs. (6.34) and (6.31) (Sparrow and
Gregg 1959)

(—PrH"(0)/6)""

= 0.62048 Pr'/3 6.35
r@/3) ' (6.35)

Pr— oco0: Nu=

The distribution of the Nusselt number as a function of the Prandtl number, is
shown in Fig. 6.3. The graph is based on calculated values of the Nusselt number
from Sparrow and Gregg (1959). In this figure, the asymptotic distributions for
small and large values of the Prandtl number are also plotted for comparison. It can
be seen that there is a relatively good agreement between the asymptotic values and
the numerically calculated Nusselt numbers for extreme values of the Prandtl
number.

Before concluding the present example, it is noteworthy stressing once again,
where the difference in applying the method of separation of variables to linear and
nonlinear partial differential equation lies. The striking difference comes from the
fact that the superposition approach can no longer successfully been used. This
means that in contrast to Chaps. 2-5, boundary conditions can no longer be satisfied
by adding up an infinite set of eigenfunctions.

6.2 Transformations Resulting in Linear Partial
Differential Equations

For some nonlinear partial differential equations, it is possible to reduce them to linear
partial differential equations by using special transformations. Some of these trans-
formations are discussed in Ames (1965a), Schneider (1978), Schlichting (1982),
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Loitsianki (1967), Carslaw and Jaeger (1992) and in Ozisik (1968). For elucidating
this type of solution approach, we discuss only one type of such a transformation.
Consideration is given to the steady-state heat conduction within a two-dimensional
region. The temperature field is described by the following heat conduction equation

a <k(T) ‘Z)D +(,% <k(T) g) ~0 (6.36)

The heat conductivity in Eq. (6.36) is assumed to depend on temperature, but not
explicitly on the coordinates x, y. This is a good assumption, which is sufficiently
accurate for a large number of engineering problems. Since the heat conductivity is
a function of temperature, the above equation is nonlinear. However, if we define a
new dependent variable in the form

glsz‘__df (6.37)

where ky is a reference value of the thermal conductivity, Eq. (6.36) can be
transformed into the linear Laplace equation

0*Q  5*Q
o + B 0 (6.38)
The transformation given by Eq. (6.37) is known in literature as the Kirchhoff
transformation. The only problem arising with this transformation is that also the
boundary conditions have to be in a suitable form, so that after introducing
Eq. (6.37) also the boundary conditions are linear. If we assume constant temper-
ature boundary conditions, the transformation given by Eq. (6.37) works perfectly
well and the resulting equations are linear. The Kirchhoff transformation can also be
applied to a much broader class of problems than the one shown above (see for
example Carslaw and Jaeger 1992, Ozisik 1968).

Let us consider one special example characterized by the following boundary
conditions for Eq. (6.36)

7(0,y) =To, T(Ly)=To (6.39)
T(x,0) =Ty, T(x,])=T,

where T, and T are constant temperatures. Let us further assume that the heat
conductivity within the material is given by the following equation

T—Tp
T) = 1 4
k(T) %<+Cn_n> (6.40)
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where ky and C are known constants. Introducing the dimensionless quantities

_T-T by y

X:_75):_

6.41
T, —T, 1 l (6:41)

into Egs. (6.36) and (6.39) results in

0D S05) 0 o

with the boundary conditions

©(0,5) =0, ©(L,y) =0 (6.43)
0(x,0) =0, O(x1)=1
If we now apply the Kirchhoff transformation

e _ (0]
/k—)d / +C0)d6 = O+ Co (6.44)
0 0

to the Egs. (6.42) and (6.43), we obtain

0*Q  5*Q
~ 4+ =0 6.45
a2 oy (6.43)
and the corresponding boundary conditions
Q(0,5) =0, Q(1,5)=0 (6.46)

C
Q5,0)=0, Q@1)=1+7

The above given problem for Q can easily be solved by the method of separation of
variables explained in Chap. 2. After obtaining the solution for the function Q, the
temperature distribution for the nonlinear heat conduction problem can be calcu-
lated from Eq. (6.44) and is given by

o= % (vaca+1-1) (6.47)

The temperature distribution for this case is shown in Fig. 6.4. The left hand side
shows the temperature distribution for y = 0.5, while the right hand side figure
shows the one for x = 0.5. The figures contain temperature distributions for dif-
ferent values of the constant C, indicating increasing nonlinear effects of the
solution with growing values of C.
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Fig. 6.4 Temperature distribution in the plate for different values of C (left for y = 0.5, right for
x=0.5)

In a lot of interesting engineering applications, like the one we investigate here,
the effect of nonlinearity is relatively weak. This gives the chance to derive solu-
tions for such problems by using perturbation methods. We do not want to go into
detail into this method here. However, a simple application of a regular perturbation
method for the problem under consideration will be shown in the following. For
more details, the reader is referred to the books of van Dyke (1964), Kevorkian and
Cole (1981), Simmonds and Mann (1986), Aziz and Na (1984) and Schneider
(1978).

In order to do so, we assume that the parameter C in Eq. (6.40) is small and we
name this quantity . Thus, we obtain from Eq. (6.42)

0 00 0 00
with the boundary conditions
0(0,5) =0, O(L,3) = (6.43)

Now, let us assume that we can expand the temperature in a series, given by

®=®0+8®1+82®2+"' (6.49)
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Inserting this expression up to terms of the order & into Egs. (6.48) and (6.43)
results in

0 2 00 00 , 00,
a(( (®0+8®1 +¢ @2))( a.. +8W+8 E (650)
0 2 00 00, 28@2 _
+a~<(1+8(®()+8®1+8 ®2))<85) + & 857+ ay))o
and
0(0,5) =0y +e0; + 20, =0, O(1,5) =0+ 0, + 20, =0 (651)

O,0)=0)+e0; +20, =0, OF1)=0)+c0, +£0,=1

From the boundary conditions, given by Eq. (6.51), it follows automatically that

©9(0,7) =0, ©,(0,3) =0, ©,(0,3) =0, (6.52)
B(1,5) =0, O(1,5) =0, Ox(1,5)=0
©y(%,0) =0, O(x,0) =0, ©,(%0) =0,
Q1) =1, O, 1) =0, O(%,1)=0

One sees from Eq. (6.52) that all boundary conditions for ®;, ®, are homogeneous,
while the boundary conditions for ®; can be non-homogeneous. Ordering
Eq. (6.51) for different powers of the perturbation quantity results in the following
problems to solve. The problem of order ¢° is given by

0, P00, PO _
w2 o

0 (6.53)

with the boundary conditions

80(075]):0’ ®0(155)):O

6.54
60(%7 0) = 07 ®0(5C7 l) =1 ( )
The problem of order ¢' is given by
0’0, 0’0, 0 00y 0 00
. = (O | — = (@ 6.55
© T T ax<03x> ay(oay (6:35)
with the boundary conditions

0,(x,0)=0, 0O;(x,1)=0
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The problem of order ¢ is finally given by

0’0, &0 0 00 00 0 00 00
2, Y2 YV 1 0 1 0
"R o m (90 & O o ) % (80 5 0% )
(6.57)
with the boundary conditions

From this set of equations, which has been derived, one sees clearly that the problem
under consideration has been linearized by using the regular perturbation method. In
addition, we notice that the homogeneous equation is repeated, while the problems
for ®,, ®, contain known terms on the right hand side of the equations. Thus, we can
solve these equations by using again the methods from Chaps. 2 and 3.

The problem for ®, can easily been solved by using the method of separation of
variables. One obtains

o iisin ((2n+ 1)nx) sinh((2n + 1)ny)
T

(2n + 1) sinh((2n + 1)7) (6:59)

n=!

The solution for ®; needs to be constructed of the solution for the homogenous
equation and a particular solution. The homogeneous solution is the same as for the
problem for ®¢. For the particular solution we can assume

0, =4,0; (6.60)
The constant in Eq. (6.60) can be determined to be Ay = —1/2. Thus, the solution
of the problem is given by
1 1
©1 =56 —593 (6.61)

The problem for ®, can be solved in a similar way. Here we can assume a particular
solution of the form

@21_, = A2®Q®1 (662)
The constant can be determined to be A, = —1. Because this particular solution

contains also the function ®,, it automatically satisfies all boundary conditions and
is the solution of the problem. Thus, the complete solution is given by

1
© =0 +:5 (O - 07) — £0¢O; + - (6.63)
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Analytical solution
= = = Perturbation solution

Analytical solution
— — — Perturbation solution
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Fig. 6.5 Comparison between the numerically predicted temperature distribution and the
perturbation solution in the plate for different values of € = C (left for y = 0.5, right for x = 0.5)

Figure 6.5 shows a comparison between the numerical solution of the problem and
the perturbation solution. One sees nicely that the perturbation solution gives very
accurate solutions for ¢ = C = 0.7. Some deviations are visible for larger values of
the perturbation parameter (e.g. ¢ = C = 1.5).

6.3 Functional Relations Between Dependent Variables

Sometimes it is possible to establish functional relations between different depen-
dent variables. This can be very useful. In case of the flow and heat transfer in a
boundary layer it may be used to relate the heat transfer coefficient to the friction
factor.

6.3.1 Incompressible Flow over a Heated Flat Plate

In order to elucidate this method, let us investigate the simple problem of a flow
over a flat plate. It is assumed that the flow is incompressible and that the fluid
properties are constant. The plate surface is kept at a uniform temperature Ty,
whereas the fluid far away from the wall moves with a constant velocity u« and has
the constant temperature To.. The problem under consideration is depicted in
Fig. 6.6.
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; /.] .

o ]

Fig. 6.6 Flow and heat transfer over a flat plate

The problem can be described by the boundary layer equations (Kays et al.
2004) for a laminar flow with constant fluid properties

u ou uu

a2t 6.64
" ox Y Ay pOy? (6:64)
Ou Ov

—+=—=0 6.65
oy (6.65)

or — or T
—tVvV—=a— 6.66
" ox Y Oy “ oy? (6.66)

with the boundary conditions

y=0: u=0, v=0, T=Ty (6.67)

y— 00 U= U, T =Ty

By comparing Eq. (6.64) to Eq. (6.60), it can be seen that both equations have a
very similar structure. Introducing the following dimensionless quantities

PRI L S Y. S S el A1
M_Moo’v_bloo’x_éjy_y@_Too*TW (6.68)
into Egs. (6.64)—(6.67), where 6 denotes a length scale, one obtains
_Ou _On u O
gy == - 6.69
"5t H T pus o (6.69)
ou  ov
—+—==0 6.70
%=t o (6.70)
00 €] e
i 00 _ a9 (6.71)

"V und 07
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with the boundary conditions

=07=0, ®=0 (6.72)
1

If we finally assume that the Prandtl number of the fluid is 1, which means that a =
p (which is a good assumption for all gases), one can see that the structure of
Eq. (6.69) is identical to the one of Eq. (6.71). In addition, the boundary conditions
for # and ® are the same. This means that both equations must have the same
solution. Thus,

O=i, — v == (6.73)

Because the Prandtl number is equal to 1, the thickness of the hydrodynamic and
the thermal boundary layer is the same in size. Equation (6.73) states the simple fact
that the non-dimensional velocity profile in the boundary layer has in this case the
same shape as the non-dimensional temperature profile. Equation (6.73) is a very
useful equation, because it can be used to establish a relation between the friction
factor and the heat transfer coefficient at the surface.

In order to show this, we will first predict the heat flux at the surface

Introducing the friction factor ¢, defined as

2Tw ou 2
=—=ul—| — 6.75
I, (5‘y> wPuZ, (6:73)
results in
k(Tw — Too
qw = Ty — T) )c'—fpuoc (6.76)
u 2

If we finally introduce the definition of the Nusselt number, based on the plate
length L

hL gwlL
Ny =—=—_2"7 6.77
T T k(T — Tw) (6:77)
into the above equation, one obtains
Ni
L g Y (6.78)

Re; Pr - 2
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Equation (6.78) states the interesting fact that the knowledge of the friction factor is
sufficient for predicting the heat transfer for the above case. This relation is known
as the Reynolds analogy in convective heat transfer. It is traditionally derived for a
turbulent flow with Pr = 1 and Pr; = 1 (see for example Kays et al. 2004). The
equation can be used in order to obtain an approximate value of the heat transfer
coefficient by simply using the known friction factor.

6.3.2 Compressible Flow over a Flat, Heated Plate

Having established a direct relation between the friction factor and the heat transfer
coefficient, one could ask whether similar expressions between the temperature field
and the velocity field exist also for compressible flows. This is indeed the case and
the following analysis should serve as another example for establishing functional
dependences between dependent variables. Let us consider the case of a com-
pressible flow over a flat plate. The equations describing the laminar flow and heat
transfer in this situation are the compressible boundary layer equations (Kays et al.
2004; Schlichting 1982; Jischa 1982). For the case of no axial pressure gradient (dp/
dx = 0) in the flow, these equations are given by

L pu)+ @< pv) =0 (6.79)
(g ta) =3 (1) (650
m(FE) G ) e

In addition to the conservation equations, we have to prescribe for a compressible
flow also a relation between p, p and T. This is accomplished by the thermal state
equation. If we assume that the fluid can be treated as an ideal gas, one has

p = pRT (6.82)
The above equations have to be solved together with the boundary conditions

y=0: u=0, v=0, T=Ty (6.83)
Y= 00! U=Uy, I =T
For a compressible flow, Eqs. (6.79)—(6.82) are strongly coupled by the varying

density. As in the case of an incompressible flow, we are looking for a functional
relationship of the form
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T =f(u) (6.84)

Inserting Eq. (6.84) into the energy equation, Eq. (6.81), results in

dT [ Ou  Ou\ O [, OudTl ou\*

This equation can be further simplified by using Eq. (6.80) and one obtains

ar 0 [ ou O (. OudT ou\
o () = o () 1 (5) (6:56)

Performing all differentiations on the right hand side of Eq. (6.86) leads to

dT 0 [ Ou\ dT d [ Ou d°T (Ou\? O\ 2
 qu Iy <“ay> = dudy <"ay) " <ay> *“(ay> (6.87)

Rearranging gives

dar( 9 ( du\ 9 [ du u\* [, d°T
s (45) 5 (45)) - () (CGee) om

Let us now assume that ¢, is constant. Then we introduce the Prandtl number

(Pr = pc, /k) into Eq. (6.88). This leads to
ou\? [ d*T
— k— 6.8
&) (Ger) o

dT ([ 0 ou 0 ou
E(a—y ("Pfa—y) "o ("a—y)) -

For Pr = 1, Eq. (6.89) simplifies drastically and one obtains

d*T

il
du?

+u=0 (6.90)
Equation (6.90) is an ordinary differential equation, which can be integrated easily.
Adapting the solution to the boundary conditions given by Eq. (6.83) leads to

T —Ty u u? u u
- =t — (] —— 6.91
T — Tw Us + 2¢)(Too — Tw) Uso < uoo> ( )

Equation (6.91) shows nicely that the linear dependence between temperature and
velocity, see Eq. (6.73), is now replaced by a nonlinear relationship. For small
velocities, the quadratic term on the right hand side of Eq. (6.91) can be neglected
and one obtains again Eq. (6.73). However, if we rewrite Eq. (6.91) using the
stagnation temperatures instead of static temperatures, which means
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1u? 1u?
To=T+-—, Too=Tex+=--2, Tow=T 6.92
0 +2c,,’ 0 +2c,, ow w ( )

one obtains again

T() — T()W u
- = — 6.93
Tooo — Tow  Uso (6.93)

This is an extension of the similarity between the velocity distribution and the
temperature distribution given by Eq. (6.73). For a more detailed discussion of this
case, the reader is referred to Schlichting (1982) and Loitsianki (1967).

6.4 Similarity Solutions

In the following section, we are interested in “similar solutions” of nonlinear partial
differential equations. Mathematically speaking, similarity solutions of partial dif-
ferential equations appear when the number of independent variables can be
reduced by a transformation of these variables. If we focus on the important case of
a partial differential equation with two independent variables, this means that an
ordinary differential equation is obtained after the transformation.

Similarity solutions play an important role in boundary layer theory and also in
heat conduction. For example, in boundary layer theory, similarity solutions can be
obtained for some cases if the physical problem under consideration is lacking a
characteristic length or a characteristic time scale (e.g. the boundary layer on a semi-
infinite plate with zero pressure gradient). In such cases, the nonlinear partial dif-
ferential equations for the boundary layer are reduced to nonlinear ordinary differ-
ential equations. There are several books dealing with similarity solutions and the
different methods to obtain them. The reader is referred for example to Hansen
(1964), Ames (1965a), Schneider (1978), Dewey and Gross (1967) and Ozisik
(1968) for detailed discussions on similarity solutions. Basically, there are three main
classes of methods for obtaining similarity solutions (Hansen 1964). These three
methods are explained in the following section for a simple heat conduction problem.
Subsequently, we analyse similarity solutions for different boundary layer problems.

6.4.1 Similarity Solutions for a Transient Heat Conduction
Problem

Consider one-dimensional transient heat conduction in a semi-infinite solid. The
body has a uniform initial temperature 7. For # > 0, the wall temperature is set to
the constant temperature Ty. The properties of the solid are assumed to be constant.
The problem is described by the heat conduction equation for the solid
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or o [, 0T

with the boundary conditions

T=T
T=Ty, x—0o0: T=T, (6.95)
The problem under consideration is depicted in Fig. 6.7. Of course, Eq. (6.94)
represents a linear partial differential equation and can be solved also with other
methods. However, the simplicity of this equation makes it a good candidate to
explain the different methods for obtaining similarity solutions, before considering
more complicated problems.

6.4.1.1 Methods Based on Dimensional Analysis

The dimensional analysis is a powerful method, which can be used for all physical
applications. The method is based on the fact, that all physical quantities have units,
which can be split into “basic units”. These basic units could be, for example, the
ones used in the SI-system with the units: Length L (m), mass M (kg), time 7 (s),
temperature 9(K), species amount N (mol), current strength 7 (A) and light strength
S (cd). The density for example has the unit mass M divided by length cubed L?,
which can be denoted by [ML_3 ]. The velocity, as a second example, has the unit
length L divided by time 7, which can be denoted by [Lz'].

In general, one can say that for any problem there is always the task to express a
physical quantity p; as a function of other physical quantities p;, p3, . . ., pn, Where
n is the number of physical variables needed to describe the problem under con-
sideration (Gortler 1975; Spurk 1992; Simon and Weigand 2006). This means that a
relation

f(Pl7P2»--~7pn) =0 (696)

semi-infinite body

Fig. 6.7 Transient heat conduction in a semi-infinite solid
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can be established. Each of the physical variables p; has units, which can be

constructed from the basic units stated above. This means that the dimension of the
variable p;, denoted by [p;], is given by

) =[x (6.97)
=1

where X; denotes one of the basic units powered by the exponent a;;. For the above
example of the density, p;, and the velocity, p,, one has

[p] :M]L_B, ay = 1, ax = -3 (698)

V] = L't apn=1, ap=-1

Since every physical process must be independent of the arbitrary units used, the
relation given by Eq. (6.96) can be reduced to a relationship between dimensionless
quantities IT;, so that.

f(Hb H27 B Hd) =0 (699)

where d is the number of dimensionless products. These dimensionless quantities
are products of the physical quantities, which means

m=1]()" (6.100)
j=1
with the dimension
) =1=[]p)" (6.101)

J=1

Inserting Eq. (6.97) into Eq. (6.101) leads to

m

] =1= H [T (6.102)

j=1i=1

In Eq. (6.102) the coefficients a;; are known and the exponents b; have to be
determined, so that the equation is satisfied. This is always possible, if the system of
equations

> aybi=0 (6.103)
j=1
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has nontrivial solutions for the n unknown coefficients b;. The coefficient matrix a;;
is also known as the dimension matrix.

The equivalence between Eqgs. (6.96) and (6.99) is known in literature as the
“Buckingham theorem” or as the “Pi theorem” (Gértler 1978; Spurk 1992; Simon
and Weigand 2006). This theorem gives also a relation between the number of
physical variables involved, n, and the number of independent dimensionless
quantities, d, according to

d=n-—r (6.104)

where r is the rank of the dimension matrix.

Let us now focus again on the problem of finding similarity solutions for Egs.
(6.94) and (6.95). The physical quantities involved in the problem are: p, c, k, Ty,
Tw, T, t, x. This means that we can construct the dimension matrix (Table 6.1)
where the units for the heat conductivity k [W m~' K™ '] and for the specific heat
¢ [T kg~' K™'] have been expressed in basic units. Note that, in the dimension
matrix, we have used only temperature differences. This is because of the fact, that
temperature differences are needed for the heat transfer.

The rank of the dimension matrix, given by Table 6.1, r = 4, which implies that
the number of dimensionless products is d =n —r =7 — 4 = 3. However, upon
inspection of Eq. (6.94), one notices that the quantities p, ¢, k do not appear
independently in this equation. Because of this, they can be lumped together to
build the heat diffusivity @ = k/(pc). By doing so, the dimension matrix simplifies
to as shown in Table 6.2.

In this matrix, no entries appear for the mass M, so that the rank of this matrix is
only 3. This means that we can construct 2 dimensionless quantities. By doing so,
one obtains as in Table 6.3.

Table 6.1 ]?imension matrix p c k T-T, Ty — Tw ¢ X
for the transient heat
. L -3 2 1 0 0 0 1
conduction problem
M 0 1 0 0 0 0
T 0 -2 -3 0 0 1 0
3 0 -1 -1 1 1 0 0
Table 6.2 Simplified a T-T, Ty — Tw ¢ X
dimension matrix for the > 1
transient heat conduction L 0 0 0
problem M 0 0 0 0 0
T -1 0 0 1 0
3 0 1 1 0 0
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Ti.lble .6.3 ]?imension matrix x/vat (T = T)(Tw — T) Ty — Tw ¢ X
with dimensional groups
L 0 0 0 0 1
M 0 0 0 0 0
T 0 0 0 1 0
4 0 0 1 0 0

This means that the solution of the current problem must have the functional
form

T— To X
=fl— 6.105
Tw — T f(@) ( )
Introducing the new coordinate

X

=— 6.106
1= "Ja (6.106)
into Egs. (6.94) and (6.95), results in the ordinary differential equations
" 1 !/
0 +511® =0 (6.107)

where the prime denotes differentiation with respect to the coordinate #. The
boundary conditions for this equation are

n=0: O©=1 (6.108)
n—oo:®=0
Equation (6.108) shows nicely that the two boundary conditions for # = 0 and for
x — 00 given by Eq. (6.95) have been replaced by one boundary condition for # —

0. Equation (6.107) together with the boundary conditions given by Eq. (6.108)
can be integrated and one finally obtains

O—1 1/e ™\ ar (6.109)
=1—— [ exp| —— .
Jr) P\ T )
0

6.4.1.2 Group-Theory Methods

This method for obtaining similarity solutions has been suggested by Birkhoff
(1948) and has been investigated extensively by Morgan (1951), Miiller and
Matschat (1962), Aimes (1965a, b). The method implies that the search for
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similarity solutions for a system of partial differential equations is equivalent to the
determination of the invariant solutions of these equations under a particular
parameter group of transformation. A set of similarity variables, which are
invariants of the group, is obtained by solving a set of simultaneous algebraic
equations.

Suppose I' is a set of N partial differential equations given by

Coy(x,y) =0, i=1,2,3,..M (6.110)
i=1,2,3,..N

where x;, i =1,2,3,...,M are the independent and y;, j=1,2,3,...,N are the
dependent variables. Now we are considering a one-parameter group G; with the
non-zero real parameter A, whose elements are given by

Xj = A7"ixi (6111)
yj =AYy,

In Eq. (6.111) A is a nonzero real number, called the parameter of transformation,
and the exponents y;, k; have to be determined from the requirement that the system
of partial differential equations, given by Eq. (6.110), is absolutely invariant under
the transformation given by Eq. (6.111). This means that

'»Dj(xiv)’j) = wj()_cia.)_}j) (6.112)

After applying the transformation to the partial differential equations, one obtains a
set of simultaneous algebraic equations for determining the unknown coefficients
7;and k;. More detailed information on this method can be found in the literature
mentioned above.

Let us illustrate the method by obtaining similarity solutions for the Eqs. (6.94)
and (6.95). We assume a linear transformation for the dependent and independent
variables in Eq. (6.94) of the form

Xx=Alx, =A%t (6.113)

As noted before y,, y,, k| are constants and the quantity A is called the parameter of
the transformation. Solving the above given equation for A gives

Q0@ e
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Introducing the quantities given by Eq. (6.113) into Eq. (6.94) results in

- oT .0 oT
P2—K1 — A2n—K
A pc 5 A % (k 8x> (6.115)

Comparing Eq. (6.115) to Eq. (6.94) shows clearly that the partial differential
equation does not get altered by the transformation if

Ki =72 = K1 —2); (6.116)

This equation leads immediately to the result that y, = 2y,, whereas nothing can be
said about x;. This is obvious, because the differential equation is linear and
therefore every exponent for the temperature drops out. Introducing the relationship
between y, and y, into Eq. (6.114), it can be seen that the coordinates should be
related in the following way in order to guarantee similarity solutions

N\ 1/n N\ /20

X t X

z = (= =70 = 6.117
<x) <f) 1 NG ( )

This new coordinate can be made dimensionless by using a = k/(pc) and one
obtains the similarity coordinate given by Eq. (6.106)

X

ﬂ:ﬁ

Introducing again the dimensionless temperature ® = (T — Tp)/(Tw — Tp) leads
after performing the change of variables in Eq. (6.115), to the ordinary differential
Eq. (6.107) with boundary conditions given by Eq. (6.108).

(6.106)

6.4.1.3 Separation of Variables and the Method of the Free Variable

Both methods are strongly related to each other. We have already seen in Sect. 6.1
how the method of separation of variables can be used in order to find a solution for
partial differential equations. Here we want to investigate the method of the free
variable (see also Schneider (1978)). For this method, we simply transform the
coordinates in Eq. (6.94) according to

T=1 (6.118)
n=xg(t)

The new variable 7 contains the unknown function g(#). This variable is the free
variable, which gave the method its name. In order to use the method for obtaining
similarity solutions for Eqgs. (6.94) and (6.95), we introduce the dimensionless tem-
perature distribution ® = (T — T)/(Tw — Tp) into these equations. This results in
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00 9’0
L —a— A1
o “on (6.119)
with the boundary conditions
t=0: =0 (6.120)

x=0: O=1x—00:0=0

Introducing the new coordinates defined in Eq. (6.118) into the partial differ-
ential Eq. (6.119) results in
d’e
dn?

e

Gy =2 (6.121)

no
oM )
where the prime denotes differentiation with respect to 7. In Eq. (6.121) we have
assumed that ® depends only on #. This assumption is suggested by the form of the
boundary conditions given by Eq. (6.120). Equation (6.121) reduces to an ordinary
differential equation, if the dependence on time drops out of this equation. This is
satisfied, if

/
gS(r) = const. (6.122)
g (1)
From this equation we can calculate g(7)
g(t)=1/V/Ci+at (6.123)

The constant C; in Eq. (6.123) can be set to zero, because it only shifts the time
origin and we are only interested in one solution of Eq. (6.123). Introducing
Eq. (6.123) with C; = 0 into Eq. (6.121) leads to

1
©®"+510 =0 (6.124)

which is identical to Eq. (6.107).

6.4.2 Similarity Solutions of the Boundary Layer
Equations for Laminar Free Convection Flow
on a Vertical Flat Plate

After discussing the fundamentals of the different methods for a very simple
example, the present section investigates similarity solutions of the boundary layer
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Fig. 6.8 Free convection
flow along a vertical flat plate

uly)

L]

equations for laminar, incompressible, free convection flow on a vertical flat wall.
The reader is referred to Jaluria (1980) and Ede (1967) for detailed discussions on
this topic. Similarity solutions for this type of application have been obtained for
example by Ostrach (1953), which are in very good agreement with measurements
performed by Schmidt and Beckmann (1930).

The geometry as well as the velocity distribution for the free convection on a
vertical flat plate is shown in Fig. 6.8.

The free convection flow is driven by the temperature difference between the
wall and the free-stream. It is assumed that the Boussinesq approximation can be
applied. This means that the density difference can be replaced by a simplified
equation of state and that variable property effects can be neglected, except for the
density in the momentum equation (see for example Jaluria (1980)).

In the following equations, g is the gravitational acceleration and f denotes the
thermal volumetric expansion coefficient, defined by

g = ﬁ (%)p (6.125)

The continuity Eq. (6.64) can automatically be satisfied by introducing a stream-
function, defined by

oY oY
= y=—__= 12
u By’ v Em (6.126)
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This leads to the following set of partial differential equations

oY O*Y oYY no*w
— 5 =8f(Tw — Too)® + ——— 6.127
9y 00y Ox 02 gB(Tw )0 + Oy (6.127)
oY oo o0Yooe 0’0
- T g 6.128
dy Ox  Ox Oy “ Oy? ( )
with the boundary conditions
y=0: 0¥/oy=0, 0¥Y/ox=0, ©=1
y—oo: 0¥/dy=0 ®=0 (6.129)
and the dimensionless temperature
T-Tx

6.4.2.1 Group-Theory Method

The group-theory method has been used, for example, by Ames (1965a) and by
Cebeci and Bradshaw (1984) for obtaining similarity solutions for the boundary
layer equations for forced convection flows. Here we want to investigate the free
convection on a vertical flat plate by using the linear transformation

X =Ahx, ¥ =AMy

i 6 1v6 (6.131)

for the dependent and independent variables. From Eq. (6.131) one obtains

N e\ Un AL 9\ /%
N (EYy 2 (8) -
0@

Introducing the linear transformation, given by Eq. (6.131), into the Egs. (6.127)
and (6.128) results in

oY Y oY *¥
ANnT2n=2a 22 F C A2 6.133
0y 0xdy x 0y ( )
a1 g LOP
= Tw — Toc A x2 @ A3/2 M
.
AJ1+12 Ki—K2 a\P 89 — AN 1T =R alP 8® aAZA"f"Z —a © (6134)

9y ox Ox dy 0y?
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If one requires that the differential equations are completely invariant to the
proposed linear transformations, the following coupled algebraic equations are
obtained

V1427, = 2K =~ (6.135)
3y, — K] = —K3
Nt KK =2y — K

Under the assumption that the exponent y, # 0, a ratio y = y./y; can be defined.
Thus, one obtains from Eq. (6.135) the following relations

=2 Moy, By g (6.136)
Y1 N !
Introducing Eq. (6.136) into Eq. (6.132) results in
n=2, W =dTFy), ©=xG() (6.137)
v
with the yet unknown coefficient y. However, if one introduces the expression for

the temperature into the boundary conditions, Eq. (6.129), one obtains

n=0: x"*G(0)=1
1
n—oo: xI"G(c0) =0 (6.138)
From the boundary condition for # — 00 it can be seen that G(o0) = 0. From the
second boundary condition for # = 0 it is obvious that the exponent y must be 1/4.
Inserting this value of y into Eq. (6.137) yields

Yy
n=—z ¥=x"F), ©=Gn (6.139)

Transforming the individual terms in Eqs. (6.127)—(6.129) results in

VN _ np 0¥\ _3 i | Y-

(8y>x =xTF W, ), 2 Em) =X (), (6.140)
32\11 1 02‘1’ 1 1

i — L/Agn _1 i R Ry
<ay2 >x vor (1/’)7 <ax8y) 2x F (n) 4)( ’1F (77),
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where a prime in Eq. (6.140) indicates a differentiation with respect to the similarity
coordinate #. Inserting these expressions into Eqs. (6.127)—(6.129) results with

v=p/pin

S E ) F@F () +vE" (1) + gB(Tw ~ T)GO) =0 (6.141)

2 FONG () +aG'(n) =0 (6.142)

with the boundary conditions

n—oo: Fl(o0)=0, G(oc) = 0 (6.143)
Introducing finally the following dimensionless quantities
o2 (80w —Tx) v (80w = T-o) 1/4
xf v2 v2 (6.144)
1/4 >
F = (gf(Tw — T )/ 'F
into Egs. (6.141)—(6.143) results in
Voo 3o zn - [~ o
=5 (F'()"+ 7 FF" (i) + F" () + G(7i) = 0 (6.145)
3 (= /[~ ([~
A PrE@G () + 67 () =0 (6.146)
=0: F0)=0, F(0)=0, G(0)=1 7
i1—o00: F'(oc0)=0, G(o0) =0 (6.147)

6.4.2.2 The Method of the Free Variable

Let us now investigate the same problem, Egs. (6.127)—(6.129), with the method of
the free variable. Therefore, we introduce the new coordinates, defined by

E=x

I (6.148)

In addition, we assume that the stream-function can be prescribed by the following
expression
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¥=H()Fn) (6.149)

Introducing the new coordinates Eq. (6.148) and the stream-function, given by
Eq. (6.149), into Eqgs. (6.127)—(6.129) results in

(F')*(H'g() + Hg'(€))Hg (&) — FF"g*(&)HH' (6.150)
=g’ (E)HF" + gB(Tw — T )®

a®”+F(gIél)>®' =0 (6.151)

with the boundary conditions

n=0: F=0, FF=0 O=1

n—oo: F =0, ®=0 (6.152)

In order to reduce Egs. (6.150) and (6.151) to a set of ordinary differential equations,
the dependence on the coordinate & has to drop out from these equations. This leads
to the fact that the following ordinary differential equations have to be satisfied

Hg(H'g + Hg') = C, (6.153)
¢*HH = C,

€H=C;

H/
v

Cy

where Cy, C;, C3and Cy4 are constants. The four differential equations, given by
Eq. (6.153) have to be linearly dependent on each other so that the two functions
H and g can be determined. If we divide, for example, the second relation in
Eq. (6.153) by the third one, the fourth relation is obtained. If we eliminate H and
H' in the second relation using the third and the fourth relations, one obtains

C:Cy =G, (6.154)

Introducing the third and the fourth relations into the first one results in the
following ordinary differential equation for the unknown function g

g Ci G
== —-— 6.155
g (C§ C3) ( )

This ordinary differential equation has the solution

g=(BiE+B) ! (6.156)



204 6 Nonlinear Partial Differential Equations

where B, and B, are constants. The constant B, can be set to zero, because it only
shifts the origin of the {-coordinate. For the function H one obtains from
Eq. (6.153)

H=B;&* (6.157)

Introducing Egs. (6.156) and (6.157) into the Eqgs. (6.148) and (6.149), one
obtains for the similarity coordinate and for the stream-function

- ¥ =xF) (6.158)

This are the same expressions which have been derived by using the group-theory
method (see Eq. (6.139)).

6.4.3 Similarity Solutions of the Compressible Boundary
Layer Equations

As a further example, we want to consider the compressible boundary layer
equations for laminar, forced convection flow over a flat plate. Similarity solutions
for compressible flows have been investigated e.g. by Li and Nagamatsu (1953,
1955). A good overview on this subject is provided e.g. by Schlichting (1982). For
a compressible, laminar flow, the boundary layer equations take the form (Kays
et al. 2004)

0 0
PRGNS ay (pv) =0 (6.79)
Ou Ou dp 0 ( Ou
pi Ox ey ady dx + dy <M 8y> (6.159)
or . Or\  dp 0 (, OT ou\?

As it can be seen from the system of Egs. (6.79), (6.159) and (6.160), they are
strongly coupled by the density. In addition, the fluid properties may no longer be
considered constant, because of the high velocities under consideration. It can be
assumed that the dynamic viscosity can be approximated by

wT) < r )u: 05<w<1 (6.161)
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where T, is a reference temperature. The density is related to the pressure and the
temperature by a thermal state equation and we assume that the fluid under con-
sideration can be considered as an ideal gas.

p
- 6.162
P =T ( )

In addition, we assume that c,, is constant.

For the compressible flow, it is preferable to introduce the specific total enthalpy
into the boundary layer equations. The specific total enthalpy is defined for a
boundary layer flow (v < u) by

1 1
ho :c,,T+§(u2+v2) :cpT—i—Eu2 (6.163)

Introducing the specific total enthalpy into the energy Eq. (6.160) results in

8h0 8]10 B 0 Pr—1 Ou 0 u 8]10
p<u 8x+v8y> Oy (,u Pr M8y>+8y (Pr 8y> (6.164)

The set of partial differential Eqgs. (6.79), (6.159) and (6.164) has to be solved
together with Eqgs. (6.161) and (6.162) and the following boundary conditions

x=0:u,v hy given (6.165)
y=0:u=v=0, hy=hy

Y — 00U =Ux(x), hy=hix

It is convenient to introduce a stream-function into the boundary layer equations
defined by

oY oY
2 = ___ 6.166
=g P e ( )
In addition, the following new coordinates are introduced
y
_ P
C=pat [ Ldy (6.167)
P
0
X

&= /poouoonoodfc

0

The introduction of the coordinate transformation results in the fact that the partial
differential equations, which describe the momentum and energy transport in the
boundary layer, take a similar structure as those for an incompressible fluid (see
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Schlichting 1982, Loitsianki 1967). The change of coordinates given by Eq. (6.167)
is known in literature as the Illingworth-Stewardson transformation.

After introducing the stream-function and carrying out the coordinate transfor-
mation, one obtains the following two partial differential equations from Egs.

(6.159) and (6.164)

ot oot T BE o p uw d ot

OYOp OYOp W D (Pr—1 _ OVPY\ D (Chdp
( o Ch(%agz>+ag<l)rag> (6.169)

1 dus <8‘P)2 OV PY OYOPY py | dus O [ PY

o \ar Ch 8C2] (6.168)

AL DE DE DL hoe O

where the following abbreviations have been used

o

PE Pr = Hep , ¢ =
hOoo

Ch = ,
Pootlo k

(6.170)

The quantity Ch, which appears in the above equations, is called the Chapman-
Rubesin parameter. This parameter can be described as a function of temperature by
inserting Egs. (6.161) and (6.162) into Eq. (6.170). One obtains (p = p)

RT T w T w—1
Ch:%p—w(T_) - (T_> ,05<w<1 (6.171)

The Eqgs. (6.168) and (6.169) have to be solved together with the following
boundary conditions

E=0:¥,¢ given (6.172)
oY oY
C:():a_é:()v 8_C:0a ¢:¢W
oY
{— 0: 8—6:1, o=1

After expressing the conservation equations in a suitable form, the question whether
the above given set of partial differential equations has similar solutions can be
addressed. This can be done by using the method of the free variable. Therefore, we
are going to introduce the new variables

(6.173)

x=¢

n=_{wi(¢)

into the Eqgs. (6.168) and (6.169) and into the boundary conditions, Eq. (6.172). The

function wy (¢) is unknown and is determined during the solution process.
Performing the change of coordinates results in
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2 2@
1 duss <8‘~P) _(8_‘P> oY o°Y oY oY (6.174)

U dx \ On On Oxdy  Ox on*
P i 1 duy duoc 0 82‘1’
" o

p Wluoo

a_l{l@_a—l{l@_wgig C 8_\1182_\11 w 2 @% (6.175)
on Ox  Ox Oy ‘hosOn \ Pr on On? on \ Pr dn '

with the boundary conditions

x=0:Y, garegiven (6.176)
oY oY
=0:=— =0, —=0, ¢=
n= 811 ’ % ) (,b d)W
oY

$=1

— 00w (X)) —=1,
After introducing the new coordinates, it may now be assumed that the stream-
function can be expressed by the following product

W = s (1) () (6.177)

The expression given by Eq. (6.177) is obvious from the boundary condition for the
stream-function for # — ©0.

The enthalpy function ¢ is assumed to depend only on 7. Introducing the
assumed expressions for ¥ and ¢ into the boundary conditions, one obtains

n=0:£(0)=0, £(0)=0 (6.178)
$(0) = ¢y

n— 00 wi(X)wa(X)f'(00) = 1

P(0) =1

From Eq. (6.178) one obtains immediately that w; (X) w,(X) has to be a constant in
order to satisfy the boundary condition for # — ©0. This can be achieved, if we set
for example

wa (%) = (6.179)

which leads to the following expression for the stream-function

_f()

wi(X)

(6.180)
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Introducing the expressions for the stream-function and the temperature into the
Egs. (6.174) and (6.175) results in the following differential equations

1 1 duOC Wll 11 ¢ 11/
= =—————+(Ch 6.181
s U = () (6.181)

o0 Z Ch /! '
f¢ —h—< P ) (Prd)) (6.182)

In order to obtain similarity solutions for these two equations, the dependence on x
in the equations must cancel out. This is only possible, if

= const. (6.183)

SR

Equation (6.183) can simply be integrated and one result of this equation is

1
= (6184)
Introducing Eq. (6.184) into the Eqgs. (6.181) and (6.182) results in
2x d
(Ch") 4= (p;'o - (f’f) =0 (6.185)
Usy dX
Ch Pr— 0\
(Pr¢>+f¢ +< Pr Chff) (6.186)

These two coupled ordinary differential equations have to be solved together
with the following boundary conditions

n=0: f(0)=0, f(0)=0, ¢(0)=dy (6.187)
n—00: flle) =1, ¢(0) =1

In order to guarantee that the Eqs. (6.185) and (6.186) are a set of ordinary dif-
ferential equations, any dependence on X must cancel out from these equations. This
fact leads to the following restrictions on the coefficients in these equations:

1. The Prandtl number must be a constant or has to depend only on #. This is not a
strong restriction, because, e.g. for air, the Prandtl number is approximately a
constant for a large temperature range.

2. The Chapman-Rubesin parameter Ch must be a constant or should only be a
function of #. This is no real restriction, as can be seen from Eq. (6.171). For the
viscosity law considered here, this is always satisfied.
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3. The density ratio poo/p has to be constant or a function of # only. Because we
considered an ideal gas, we obtain from Eq. (6.162) that

T
Po _ = (6.188)
p T
4. The expression
2% du,
EE = ﬂ = const. (6189)

has to be constant. This is possible if the external flow speed u,, = const., or in
general if u,, = C\X".
5. Finally, one has to require that the expression

u? 2 !
= =2(1+— 6.190
hOoo ( (K — I)Ma?m) ( )

has to be constant, or the Prandtl number must be equal to one. For most gases
the assumption that Pr = 1 is quite reasonable. If this is not the case, it is required
that either the Mach number is constant or that the Mach number is high enough,
so that u2_/ho~ can be approximated by 2.

The similarity Eqs. (6.185) and (6.186) have first been obtained by Cohen and
Reshotko (1956) (see also Eckert and Drake (1987), Jischa (1982)).

6.4.3.1 Flow and Temperature Distribution for a Flat Plate

As an illustration of the preceding analysis we consider a flow over a flat plate. The
free stream velocity u,, = const. and the dynamic viscosity is described by

ur) T
:u(Tre) Tre_

(6.191)

This leads to the fact that the Chapman-Rubesin parameter Ch = 1 and the
Eqgs. (6.185) and (6.186) simplify to

"4 =0 (6.192)

K(f'f"+9" +Prf =0 (6.193)
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with the abbreviations

b0 _2(Pr—1) 2 !
19_1—¢‘:,V’ K—1_¢W (1+(K_1)Ma2> (6.194)

The Egs. (6.192) and (6.193) have to be integrated with the boundary conditions

n=0: f(0)=0, f(0)=0, ¥0)=0
- oo: floo) =1, 9(o0) = 1 (6.195)

Under these assumptions, the momentum equation reduces to the Blasius
equation (see Prandtl 1935, Schlichting 1982). The energy equation can be solved
by standard methods and the final result is given by

// Pr
9=1- § Zi” Prd’ / ") / (")~ (Y didt (6.196)

y {fio I N )dndt}
Joo GmTdn f5T T fy )G die

Problems

6-1 Consider the heat conduction in a rectangular flat plate. The plate has a heat
conductivity which depends only on temperature. The problem can be
described by the following equation

o0 ) )

where the heat conductivity is assumed to be given by the following equation

o -s(3)

where kg, T, are constant reference values.

(a) Investigate first the case of a constant heat conductivity k = ky. Show by
insertion, that if 7 and T, are both solutions of the heat conduction
equation, then also C, T + C,T5 is a solution of the equation (C; and C,
are arbitrary constants).

(b) Consider now the case of a temperature dependent heat conductivity.
Show that if two solutions of the problem have been found (7, and 7>),
the sum of them T + T, is not necessarily a solution of the problem.
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6-2 Consider the one dimensional transient heat conduction in a slab (0 < x < L).

6-3

The slab is initially at a constant temperature T,. For # > O the boundary
condition are: at x = 0, the slab is insulated and at x = L, it is kept at a constant
temperature Ty. The problem under consideration is described by the fol-

lowing equation
oar_ o (ot
P8 = ox \" ox

with the boundary conditions

t=0:T=T,
oT

:O: —_— =
* Ox

x=L: T=Ty

The heat conductivity of the solid is assumed to depend on temperature in the
form

k=ko(l+C(T —Tp))

However, the heat diffusivity a = k/(pc) can be taken as constant.

(a) Apply the Kirchhoff transformation to the above equations and show that
the resulting heat conduction equation reduces to a linear equation if the
heat diffusivity is assumed constant.

(b) Solve the transformed problem by using the method of separation of
variables.

(c) What is the solution of the original problem?

Consider the partial differential equation

~8_(9_82®
Yox T oy
with the boundary conditions
x=0: ©6=1
y=0: ©6=0
y—oo: @=1
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For this problem, similarity solutions can be obtained with the method of the
free variable.

(a) Introduce the new variables

into the differential equation. What is the resulting equation (please
remember that @ depends only on #)?

(b) Which ordinary differential equation has to be satisfied for the function
g(%), so that similarity solutions are possible?

(c) Solve the ordinary differential equation for g and determine the similarity
coordinate.

(d) Determine the solution for the above given problem.

Consider the transient heat conduction in a semi-infinite body. The body
contains a heat source. At the surface of the body, a time dependent tem-
perature is applied. The process can be described by the following nonlinear
partial differential equation

or 0T

—:k— FT _x/\/;
P ot 8x2+ (T, 1)e

with boundary conditions

x=0: T:Tw(l)
x—oo: T=T
t=0: T=T,

All properties (p, c, k) of the material can be considered constant. Investigate
under which circumstances similarity solutions of the above equation are
possible, assuming the similarity variable is given by n = Cx/+/t, C = const.

(a) Introduce the dimensionless temperature ® = (T — Ty)/(Tw(t) — To)
into the above equation and boundary conditions.

(b) Determine the constant C in the similarity variable from dimensional
reasoning, so that # is dimensionless.

(c) Consider now the case F(T, t) = 0. Perform the coordinate transformation
and show that similarity solutions are possible for the boundary condi-
tions under consideration.

(d) Consider now the case Ty = const. Determine for this case the form of
the function F(T, £), for which similarity solutions are possible employing
the similarity variable suggested above.
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6-5 Consider the flow over a flat plate with an external pressure gradient. The flow

is incompressible and all fluid properties are constant. The problem is
described by the incompressible boundary layer equations given by

@_'_@—0
ox 9y

0 0 14 0?
Jou, Ou_ _ldp  pdu

ox Oy pdx  p0dy?

with boundary conditions

The pressure gradient in the momentum equation is linked to the free-stream
acceleration by

ldp  dus

pdx_uoO dx

(a) Introduce a stream-function into the momentum equation, so that the
continuity equation is automatically satisfied. Express the boundary
conditions in terms of the stream-function. What are the resulting
equations?

(b) Investigate the equations obtained above by using the group-theory
method. What is the similarity coordinate and how has the stream-
function to look like so that similarity solutions are possible? What
ordinary differential equation can be obtained for the modified stream-
function?

(c) Investigate the problem under (b) once again using the method of the free
variable. Can you verify the results obtained under (b)?

Consider the one dimensional transient heat conduction in a semi-infinite
solid. The temperature distribution can be described by the following

equations
or 0 T-Tp oT
—=a—||14+bl707—F) )=
o1 “axK * (TW—T0>> ax}

t=0: =
X 0: T:TW
x—oo: T=T
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where the heat diffusivity a can be considered to be constant. The
temperatures Ty and Ty and the value b are constant.

(a) Introduce a suitable dimensionless temperature into the above equations.
(b) For this problem, similarity solutions can be obtained using the method
of the free variable. Introduce the new coordinate = x?g(¢) into the heat
conduction equation under the assumption that the dimensionless tem-
perature only depends on the similarity coordinate. What ordinary dif-
ferential equation has to be satisfied for the function g(#)? What similarity
coordinate is obtained? Determine the similarity solution of the problem.

On a Sunday afternoon a professor thinks at home about the question, if
similarity solutions exist for the following problem: A sphere, which is very
large and can be considered to be half-infinite in size, is hollow (r = ry). At the
beginning the sphere has a constant temperature T = T, everywhere. Then,
suddenly the temperature at r = r; is changed to 7'= T for ¢ > 0. For very large
radii, the temperature of the sphere stays always at T,. All properties of the
sphere (p, c, k) are constant. The temperature distribution in the sphere can be
calculated by solving the heat conduction equation. This equation is given in
spherical coordinates by

IL_ KO0 (20T k0 (0T
Pt —ar\" ar) T Psiny oy By

+L£ g _|_'.
2sing dp \ag ) T 1

In this equation r is the radial coordinate, ¢, y denote the tangential and
azimuthal coordinates. The term §;o denotes sources or sinks in the domain.

(a) Simplify the heat conduction equation under the assumption of one-
dimensional transient heat conduction.

(b) Introduce the dimensionless temperature ® = (T — Ty)/(T) — Tp) into
the energy equation and formulate the boundary conditions for » = r; and
for r — oo.

(c) Please now support the professor in searching for similarity solutions for
this differential equation. For this, introduce

T=1

n=rg(r)

into the equation and derive an equation for ® = f(y).

(d) Which condition has to be satisfied for g(7), so that self-similar solutions
can be obtained for this problem? Derive now the ordinary differential
equation for @(#). Insert in this equation the substitution z = 7?0’ and
derive a solution for the problem.
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6-8. Consideration is given to a planar channel subjected to a laminar internal flow.
The velocity profile is hydrodynamically fully developed. The fluid, which is
flowing through the channel, has a very high Prandtl number, Pr > 1. The
flow enters the channel with a constant temperature 7. At the axial position
x 2 0, the wall temperature of the channel is set to the higher value 7= T} and
heat transfer takes place between the wall and the fluid. In the following the
temperature distribution should be calculated for x > 0. The flow is assumed
to be incompressible and the fluid properties (p, Ay Cp, 11) are assumed to be
constant. The velocity distribution for the hydrodynamically fully developed

ﬂOW IS gl\/en by
(h) ’

In this equation u# denotes the mean inlet velocity into the channel. The
orthogonal velocity component v is equal to zero. The temperature profile in
the flow can be calculated from the energy equation

T (T T
PtV o = "\ ax2 Oy?

together with the boundary conditions

x=0:T =T, = const.
y=h:T=Ty for x<0, T=T; for x>0

(a) Introduce the following quantities

T—-Ty x 1 y uh
0= X=-—,y==>, Pe, =Re,Pr, Re; =—, Pr
Tl_TO, hPeh’y h h h ) h V,
Voo o u
=—, U=—
a u

into the energy equation and transform the energy equation in non-
dimensionless form.

(b) Which term can be neglected in the energy equation if the Peclet number
Pey, is very large? Neglect this term and give the resulting equation.

In order to derive now an approximation for large Prandtl numbers, one

should proceed as follows.

(¢) For Pr — oo the thermal boundary layer is much thinner than the
hydrodynamic boundary layer. Because of this fact a linear approxima-
tion should be derived for the velocity distribution #, which is valid near
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the wall. For this a wall coordinate 3w = yw/h = 1 — 3 should be con-
sidered and the velocity distribution has to be expressed as a function of
this coordinate: & = f(yw ). In order to do so, neglect all quadratic terms
in the velocity distribution.

Introduce the new wall coordinate yy and the velocity distribution from
(c) into the energy equation from (b). What is obtained?

For the equation developed under (d) a similarity solution should be
obtained. Thus, introduce the new coordinates

I
=

¢
n = ywh(x)

into the energy equation and assume that ® = f(1). What equation can
be obtained and what condition has to be satisfied for the function A(X),
so that the equation has self-similar solutions.

Solve the ordinary differential equation and determine the temperature
distribution by using the boundary conditions  =0: ® =0, n — oo :
0=1

Determine finally the Nusselt number at the wall of the channel. For this
the Nusselt number shall be defined as

_or
Nu = 2y
(T, — Tp)

What dependence has Nu on the axial coordinate?



Appendix A
The Fully Developed Velocity Profile
for Turbulent Duct Flows

This appendix discusses the hydrodynamically fully developed velocity profile for
pipe and channel flows. The geometry under consideration is shown in Fig. A.l.

For the flow in a parallel plate channel, the velocity components in the x-, y- and
z-direction are u, v and w, whereas for the flow in a circular pipe, the velocity
components u, v and w denote the flow in the x-, r- and ¢- direction.

We restrict our considerations to an incompressible flow with constant fluid
properties. The Reynolds averaged Navier-Stokes equations and the continuity
equation are given for a flow in a parallel plate channel by Kays et al. (2004).

Parallel Plate Channel

Ou — Ouw\ _ 8p 0% u o(uv')
p (u ox Y 3y> T (6‘)(2 ) P dy (A1)
v  Ov 3p oy oWV
- ) = — A2
P (u Ox v 8y> 6y (8)62 + ) P Oy (4.2)
Ou Ov
ot oy 0 (A.3)

For the flow in a circular pipe with rotational symmetry, the equations are given
by Kays et al. (2004).

Pipe
ou Ou\  Op pd [ Ou u
p(uaﬁ‘VE) ——a—F;E(}’E)‘FH@ (A4)
PO, — 0 —
= =5, (V) = po- (W)
© Springer-Verlag Berlin Heidelberg 2015 217
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Parallel Plate Channel Pipe

" A A

av  Ov op wo [ ov 0%y
p u—x—i—v—r =——=+—-—F7=\r=— )+

ox ar) T “ar T rar\Uar) THoe
PO om0 W
r@r(rvv) pax(”) p r
ou 10
awtre M=o

(A5)

(A.6)

For a hydrodynamically fully developed flow, the axial velocity component does
not change (by definition) with the axial position and therefore Ju/0x is zero. If we
introduce this result into the continuity Eq. (A.3) or (A.6), we obtain that the radial
velocity component v is equal to zero and the continuity equation is then auto-
matically satisfied. The fact that v = 0 for the fully developed flow is obvious, as a
non-zero velocity component v would lead automatically to a change in the axial
velocity component for different axial positions. Introducing these results into the

above given equations results in.

Parallel Plate Channel

Pipe

o nd iy _pd
Ox rdr\ dr

(A.9)
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op pd, — wiw!
0=_2_58% AN
or rdr(rvv) p r

(A.10)

The above equations have to be solved together with the following boundary
conditions:

Parallel Plate Channel

du
=0:—=0 A1l
y o= (A.11)
y=h:u=0

Pipe

du
=0:—=0 A.12
" dr ’ ( )
r=R:u=0

In the above equations, the partial derivatives for the axial velocity component
and the turbulent stresses have been replaced by total derivatives, because the
functions are only dependent on the coordinate orthogonal to the flow direction.

The equations describing the hydrodynamically fully developed flow in the
parallel plate channel and in the pipe are quite similar, as it can be seen by com-
paring Eq. (A.7) with (A.9) and Eq. (A.8) with (A.10). They can be written in a
condensed form by using a flow superscript F. For the flow in a parallel plate
channel F = 0, whereas for the flow in a pipe F = 1. This results in the following
equations:

op ld|[pf die ——
v, - c - _ Al
0 Ox * rfdn [r <Mdn piey (A.13)
d(v)’ () — (w)* Op
0= F — A.14
p[ dn + < r +8n ( )
with the boundary conditions.
du

=0:—=0 A.15
n=0:%=0, (A.15)

n=L:u=0

In these equations, n denotes the coordinate orthogonal to the flow direction
(n = r for the flow in a pipe and n = y for the flow in a parallel plate channel). The
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quantity L = R (pipe radius) for pipe flow and L = h (half channel height) for the
flow in a parallel plate channel.

The Egs. (A.13) and (A.14) are solved together with the boundary conditions
given by Eq. (A.15). Equation (A.14) can directly be integrated and results in

R

p=pw(x)—p(v)’ + pF/ Md? (A.16)

r

Equation (A.16) shows nicely that the pressure in the direction orthogonal to the
main flow changes across the duct due to the presence of the turbulent stresses. For
a parallel plate channel, the change in pressure is only caused by the normal
turbulent stress, whereas for pipe flow also the difference between the normal
turbulent stresses in radial and circumferential direction causes an additional
change. Differentiating Eq. (A.16) with respect to x leads to

9 _ Opw
Ox Ox

because the turbulent stresses only depend on the coordinate orthogonal to the flow
direction.

For the flows considered here through a pipe or a parallel plate channel, the mass
flow rate is constant and the integral form of the mass continuity equation leads to

L
al™Y = (F 4+ 1) / urt dn (A.17)
0

where u denotes the mean axial velocity in the duct. The above given equation
determines the yet unknown pressure gradient in axial direction (Jp/Ox is a con-
stant for the hydrodynamically fully developed flow). In order to solve Eq. (A.13),
the turbulent shear stress —pu’v’ has to be related to the mean flow field. This can be
done using a simple mixing length model. The use of the simple mixing length
model is adequate for this type of flows (Cebeci and Bradshaw 1984). However, for
more complicated flows, like the flow through a pipe with cyclic constrictions,
mixing length models may lead to inaccurate answers. The reader is referred to
Reynolds (1974), Launder (1988) or Kays et al. (2004) for a review of more
advanced turbulence models. Using the mixing length model, the turbulent shear
stress can be written as

UV = £y — (A.18)
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with the eddy viscosity ¢, given by

_12@
dn

m =

(A.19)

The mixing length [ has been measured by Nikuradse (1932) for pipe flows. He
obtained the interesting result that / does not depend on the Reynolds number for
Rep > 10°. The mixing length distribution can be approximated by Schlichting
(1982).!

% —0.14 — 0.08 (%)2 ~0.06 (%)4 (A.20)

Near the wall, the mixing length distribution, according to Eq. (A.20), approa-
ches the one given by Prandtl (see Schlichting 1982).

I=x(L—n), k=04 (A.21)

Close to the wall, the turbulent fluctuations are damped out and, below a certain
dimensionless distance away from the wall, the turbulent fluctuations are zero. In
order to use the mixing length distribution throughout the whole calculation region,
it is convenient to modify the expression by using a damping function. This
guarantees that the mixing length tends to zero within the laminar sublayer. Cebeci
and Bradshaw (1984) modified the mixing length distribution, given by Eq. (A.20),
with the van Driest damping term (van Driest 1956). This leads to

% - [0.14 —0.08 (%)2 —0.06 (%) 4} {1 — exp (— %) } (A.22)

with the abbreviations

Ywilc T
Y (A23)

Introducing Eq. (A.18) into Eq. (A.13) results in an ordinary differential equation
for the axial velocity component
1
o _dpw 14 [F< du | pp @ﬂ (A.24)

ox | rFdn d 'udn p dn |dn

'Zagustin and Zagustin (1969) developed theoretically a formula for the mixing length distribution
in a pipe by solving the conservation equation for the turbulent energy. Their mixing length
distribution is also in good agreement with the measurements of Nikuradse (1932).
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Fig. A.2 Force balance for a small duct element

This equation has to be solved together with the boundary conditions given by
Eq. (A.15). The axial pressure gradient dpy /Ox can be replaced by the shear stress
velocity u.. In order to do this, let us consider the forces acting on a small duct
element (shown in Fig. A.2).

Equating the forces acting on the small duct element shown in Fig. A.2
results in:

(p1 — p2) TR* = tyw2nRAx, Pipe (A.25)
(p1 — p2) 2h = Tw2Ax, Parallel Plates (A.26)

From the above two equations, one obtains the following relation between the
pressure gradient and the wall shear stress

Ox L L '

Introducing this result and the following dimensionless quantities into
Eq. (A.24)
~ 1 L
=" uwr=" T=_, Re =%~ (A.28)
v

results in the following ordinary differential equation for the axial velocity

Component.
- d | _pfdu™ - dut\?
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Integration of this equation and application of the boundary condition du™ /dn =
0 for 7 = 0 results in

dut - dut\?
—Re,it = % — PRe, (%) (A.30)

After solving for the unknown velocity gradient one obtains from Eq. (A.30).

dut —2nRe,
a4 /1 + 4riRe?

This ordinary differential equation has to be solved numerically together with the
boundary condition that u* = 0 for 72 = 1. In addition, the continuity equation in
integral form, Eq. (A.17), has to be satisfied. This equation reads after introducing
the dimensionless quantities according to Eq. (A.28).

(A31)

RCL -
Re,

1
il
(F+1) / w'idin, Rep = ”7 (A.32)
0

For a selected Reynolds number Re;, a value for Re; has to be estimated. After
this, Eq. (A.31) is solved numerically and the resulting velocity distribution is
inserted into Eq. (A.32). From Eq. (A.32) a new value for Re; is obtained and the
iteration is carried on up to the point, where both Egs. (A.31) and (A.32) are
satisfied.

Figure A.3 shows a comparison between predicted and measured velocity pro-
files in a planar channel and in a pipe.

It can be seen that the application of the simple mixing length model leads to
quite satisfactory results for the fully developed flow in a pipe and in a parallel plate
channel.

Note that also the hydrodynamic developing flow in a duct can be predicted as
well by using a modified mixing length model. The reader is referred for more
details to Cebeci and Chang (1978) and Cebeci and Bradshaw (1984).

Antonia and Kim (1991) compared calculations based on a mixing length model
for hydrodyamically fully developed flow in a channel with experiments and also
with direct numerical simulations (DNS). They found good agreement between
their calculations and the DNS data.

After establishing a simple calculation method for the hydrodynamically fully
developed flow, the universality of the velocity profiles for turbulent pipe flows is
addressed next. As it can be seen from Eq. (A.13), the total shear stress 7, for the
pipe flow consists of a molecular part and of the turbulent shear stress:

du
Trx = (,Ll + pﬁm) E (A33)
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Fig. A.3 Fully developed velocity profiles in a planar channel and in a pipe

After integrating Eq. (A.13) it can be seen that the total shear stress 7,, varies
linearly across the pipe. With this result, one obtains from Eq. (A.33)

du™  tn/tw  1—yw/R
dyt gt gy
v

(A.34)

where yy = R — r. Equation (A.34) has been the basis for many considerations for
turbulent pipe flows, which led finally to approximations for the fully developed
turbulent velocity distribution. In the following section, we describe mainly the
work of Reichhardt (1951) on this topic.

The Law of the Wall

Near the wall, the eddy viscosity distribution ¢, can be approximated relatively
easy from experimental data. Nikuradse (1932) derived from his experimental
results the following approximation for ¢,
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y+ _ Ywlz

; (A.35)

S_m =K y+’
v
Introducing Eq. (A.35) into Eq. (A.34) and integrating the resulting expression
for the region close to the wall (yy/R < 1 and y* > 1) results in

1
ut =-Inyt +¢ (A.36)
K

The logarithmic velocity distribution in Eq. (A.36) has been derived under
various assumptions by Prandtl (1925) and von Karman (1939). It is a very
important result for turbulent flows, because of the universality of this velocity
distribution for various turbulent flow fields. From Eq. (A.35), it can be seen that
this equation looses its meaning, if we consider values of y* very close to the wall,
as for y" <11 the turbulent exchange in the viscous sublayer of the flow tends to
zero. In order to overcome this difficulty, Reichardt (1951) developed the following
distribution for the eddy viscosity near the wall.

Em ot y* +
— =1y —yj arctan 7)) y; =11 (A.37)
v

1

This function goes to zero for y© — 0. For larger values of y©, Eq. (A.37)
approaches continuously Eq. (A.35). Introducing Eq. (A.37) into Eq. (A.34) and
integrating, results after restricting again to the region close to the wall (yy /R < 1
and y© > 1) in

ut =25In(l +xy")+7.8 {1 —exp <— i-i) — (%) exp (-%)] (A.38)

1 Yy

Equation (A.38) compares favorably with experimental data in the near wall
region (see Reichardt 1951).

The Core Region

In the central part of the pipe, all distributions have to be symmetric to 7 = 0.
Therefore, it is useful to analyze this area with Eq. (A.34) after introducing the
radial coordinate instead of the wall coordinate. Furthermore, the molecular vis-
cosity can be neglected compared to the turbulent eddy viscosity in the denominator
of Eq. (A.34). This leads to
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du*t 7

— =

dr Re, om
v

(A.39)

In the central region of the pipe, the eddy viscosity can be approximated
according to Reichhardt (1951) by

Em k(1 _, )
TzReT§<§+r>(l—r) (A.40)

Equation (A.40) was found to be in good agreement with experimental data. If
we introduce Eq. (A.40) into Eq. (A.39) and integrate, the following result for the
velocity distribution is obtained

—u 1. (1427
de—u_ _1n< 1+ al ) (A.41)
U, K —F

where uc denotes the maximum velocity in the pipe at 7 = 0. Equation (A.41) is
valid throughout the flow area, except the region close to the wall, where the
molecular viscosity plays an important role (Reichhardt 1951).

An Approximate Velocity Distribution for the Whole Flow Field

Based on the two approximate velocity distributions, Eq. (A.38) and Eq. (A.41),
Reichhardt (1951) developed an approximate velocity distribution, which is valid
throughout the flow area.

1 3(1_'_;) y+ y+ y+
+_ 2
u —;ln{(l + Ky )W} + C [1 —exp(—y—T> - (E)exp<—?ﬂ

(A.42)

with the constant C; = 5.5 — 1/kInk. Equation (A.42) agrees very well with
experimental results of Nikuradse (1932) and Reichhardt (1940).

During the past 90 years, a large number of different expressions for the uni-
versal velocity distribution in a pipe have been developed by different researchers.
All equations are based on slightly different assumptions for the eddy viscosity
distribution in the pipe and all the equations describe more or less accurately the
hydrodynamically fully developed velocity distribution.

Table A.1 gives an overview over several different expressions for the velocity
distribution in the pipe.

Strictly speaking, the above derived universal velocity distribution is only valid
for large Reynolds numbers (Rep > 10°). However, it was found that they
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Table A.1 Universal velocity profiles for hydrodynamically fully developed duct flows
References Functional dependence u™ = f(y™) Validity
range
Prandtl (1910) |u™ = y* 0<y <115
Taylor (1916) |u™ =2.51Iny" +5.5 yt > 115
von Karméan ut =y*t 0<y" <5
(1939) y* =5Iny" —3.05 5<yt <30
ut =25Inyt+55 y* > 30
Reichhardt ut =25In(1+xyt) +7.8 (1 —exp(y™/y}) for all y*
(1530 (" /vt exply’/3)
Deissler vt dy 0<y"<26
T = =0.124
(1954) " Of 1+ n2uty[l — exp(—n?nty)]’ "
ut =278 Iny" +3.8 vt > 26
Rannie (1956) |u* = 14.53 tanh(y"/14.53) 0<yt <275
ut =25Iny" +5.5 yt>275
Spalding yT=u" +0.1108 [exp(0.4u™) — 1 — 0.4u™ for all y*
(1961) — (04u" )2y — (0.4u" )3y — (0.4ut)¥a)
IS\Iolﬁe.r ind ut =g tan'(0.091y™) 0<y" <45
chleicher -
=51+25Iny" <yt
(1971) t2.oiny 45 <yt <yw
Jw = 0.15
_ . yw <
U :f\/’fyw 0.15<yy <1
Kays and ut =yt 0<yt<5
Crawford ut =5Iny" —3.05 5<yt<30
(1993)
Reichhard +_ + 15(1+71) +>30
um=55+25In - yrz
(1951) [y 427 }

i +
Mn'u.shma and | | (y+ + 1/A1/3)3) 0 <yt <y
Ogisio (1970) | ,+ = A3 In~— "~/

6A2/3 Re, Y3+ 1/A
T+ 1/Al/3
Lo R I NNY s VLN
V3A23 Re, V/3A1/3 6
ut =25lnyt +5.5 i<yt <ys

+ T
+ Y '=»n Y +» +
_ - 2.5 Inyf +5.5
1+0.07Re1( 2Re, ) 2oy 45,
= 0.23Re,

y; <y" <Re;

ALY = 0.4y;f(1 - %) —1, yf =263
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approximate very well the velocity distribution also for much lower Reynolds
numbers. Rothfus et al. (1958) and Dwyer (1965) showed that the influence of the
Reynolds number on the universal velocity distribution u™ = f(y*) can be incor-
porated by using the following quantities

u u
y++:y+/() , :/() (A43)
Uc/ pipe e/ pipe

In addition, Rothfus et al. (1958) and Dwyer (1965) were able to show that the
modified velocity distribution ut = f(y*") can also be applied to the flow in a
parallel channel and in a concentric circular annulus. The agreement between
experimental data and the velocity distribution u™" = f(y™") given by Rothfus
et al. (1958) for a wide range of Reynolds numbers is good.



Appendix B
The Fully Developed Velocity Profile
in an Axially Rotating Pipe

In the following appendix, the hydrodynamically fully developed velocity profile
for a turbulent flow in an axially rotating pipe is discussed. The geometry under
consideration is shown in Fig. B.1.

For the flow in the axially rotating pipe, the velocity components u, v and
w denote the flow in the x-, r- and ¢-direction.

For the following analysis, we restrict our considerations to an incompressible
flow with constant fluid properties. The Reynolds averaged Navier-Stokes equa-
tions and the continuity equation, assuming rotational symmetry, are given for
example by Rothe (1994).

O(uu) 10(ruv)\  Op ud [ Ou 0*u
P(—ax o )T e i ar) TRae B
POy O s
r@r(mv) pax(uu)
Ouv) 10(rw) w?\ = Op pd [ v Pv v
P(W*?T‘T o rarlar) T (B2
PO oy O ey W
r@r(rvv) pax(uv) -
O(uw) 10(rvw) vw\ ud [ ow Pwow
p( ox v or ) ror\ar) TFae TR (B3)
pa AN 2 ) vw!
7r(‘3r(rvw) pax(uw) -
ou 10

For a hydrodynamically fully developed flow, the axial velocity component does
not change with the axial position and, therefore, Ju/0x is zero. If we introduce this
result into the continuity Eq. (B.4), we obtain the result that the radial velocity
component v is equal to zero and the continuity equation is automatically satisfied if
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Fig. B.1 Geometry and
coordinate system (Reich and
Beer 1989)

u = f(r). The fact that v = 0 for the fully developed flow is obvious, because a non-
zero velocity component v would lead automatically to a change in the axial
velocity component for different axial positions. Introducing this results into the
above given equations result in

w? op p0 ww!

10 a (w ——
0= 29 <,u r35 (;) —pr v’w/) (3.104)
op 10 Ou —

S e T 1

0 8x+ S or (,urar pru'v (3.105)

with the boundary conditions
r:0:w:0,v:0,@:0 (3.106)
or

r=R:w=wy,u=0,v=0

As mentioned in Chap. 3, experimental data show that the tangential velocity
distribution is universal and can be approximated by Eq. (3.102).

w r

- (—)2 (3.102)

Ww R

Figure 3.14 shows the tangential velocity distribution for different rotation rates
N as well as for different Reynolds numbers. From Fig. 3.14, it is obvious that
Eq. (3.102) is a very good approximation for the tangential velocity distribution.
The axial velocity distribution u(r) can be calculated from Eq. (3.105). In order to
do so, the turbulent shear stress in this equation has to be related to the mean
velocity gradients. This can be done by using a mixing length model according to
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Fig. 3.14 Tangential velocity distribution (Reich and Beer 1989)

Koosinlin et al. (1975). This results in the following expression for the turbulent
shear stress

1/2
— ou\* o m\\°| ou Ou
V=pP||= — (= — = &P 107
puv = pl Kar) +<r8r<r>> ] or P gy (3.107)
where the mixing length distribution / is given by (Reich and Beer (1989)).
! 1\’
—=|1-—=Ri 3.108
lo < 6 ) ( )

The mixing length distribution [, is the one for a non-rotating pipe (see
Appendix A, Eq. (A.22)). The Richardson number in Eq. (3.108) describes the
effect of pipe rotation on the turbulent motion and is defined as

w 0
2——(wr)
Ri = r2or (3.109)

ou\? d wy\’
<8r> + (rar (r))

Without rotation, Ri = 0, there exists a fully developed turbulent pipe flow. If
Ri > 0, i.e. for an axially rotating pipe with a radially growing tangential velocity,
the centrifugal forces suppress the turbulent fluctuations and the mixing length
decreases. If we introduce the expression for the turbulent shear stress Eq. (3.107)

and Eq. (3.102) into Eq. (3.105), we obtain the following nonlinear ordinary dif-
ferential equation after integration.
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| faut\? Rep \ 2 du™ 1 [du*
0=1 N — — ) 47 B.5
[(d;)JF(’" 2Re,> (d?>+ReT<d?>+r (B:5)

where the following dimensionless quantities have been used

1/2

. r ~ 1 u
r=—, l:_a M+ =—, U = V |TW‘/P7 (B6)
R R Uz
R uD
Re, = ©0 Rep =12 N="W
v \ u

In Eq. (B.5), the partial differentials have been replaced by ordinary differentials,
because the axial velocity is only a function of the radial coordinate. Equation (B.5)
is a strongly nonlinear ordinary differential equation and has to be solved with the
boundary condition

ut(F=1)=0 (B.7)

Equation (B.5) together with Eq. (B.7) can now be solved in the following way:
for a given value of the Reynolds number Rep, a value of the shear stress Reynolds
number Re; is assumed. After this, Eq. (B.5) can be integrated numerically so that
the boundary condition according to Eq. (B.7) is fulfilled. After the integration, the
continuity equation in integral form

1

R
4;2 - / wtdi (B.8)
0

has to be satisfied. If Eq. (B.8) is not satisfied, a new value for Re, can be calculated
from the equation. After some iteration, the desired velocity profile is obtained. The
resulting axial velocity distribution is shown in Fig. 3.15.

As it can be seen from Fig. 3.15, the agreement between the experimental data
and the numerical predictions is good.

For turbulent flow in a non-rotating pipe, it is well known that the axial velocity
profile can be described by an universal velocity profile, given by

Uc —u _

=f(7) (B.9)

Ur

In this equation, uc denotes the axial velocity in the pipe center. The velocity law
is valid over a large portion of the pipe radius and the function fis not dependent on
the Reynolds number. If one examines Eq. (B.5) in more detail, one sees that only
one quantity describes the influence of the rotation on the velocity field. This
quantity is
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Fig. 3.15 Axial velocity distribution as a function of the rotation rate N (Reich and Beer 1989)

ReD Cr
Z=N_—=N/,/= B.10
2Re, 3 (B.10)

From Eq. (B.10), it can be seen that the parameter Z involves the rotation rate N
and the coefficient of friction loss ¢, The rotation rate N characterizes the effect of
rotation on the axial mean velocity in the rotating pipe. The additional term \/c/8
takes into account the variation in the shape of the axial velocity profile at the pipe
wall and, therefore, includes the effect of different pressure losses in the pipe section
due to rotation.

Figure B.2 shows the functional relationship between Z and Re, for various N. It
can be seen that for a given value of N, the quantity Z increases with increasing
values of the flow-rate Reynolds number. This is caused by the decreasing value of
the friction factor with growing values of Rep.

If we assume in Eq. (B.5) to be far away from the wall so that 1/Re.dut /dF is
sufficiently small to be neglected in comparison with all other terms in this equa-
tion, we can hope to find an universal velocity law for the core region if the mixing
length is only a function of 7 and Z. From the above assumption, it is clear that the
following analysis is only valid if N does not approach infinity. In this latter case,
the whole pipe cross section is influenced by the viscous forces and the axial
velocity distribution tends to the one for laminar pipe flow (Hagen-Poiseuille flow)
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Fig. B.2 Rotation parameter 400
Z as a function of the flow-

rate Reynolds number with N

as parameter (Weigand and

Beer 1994) T

N

200
N=2
N=1
10° 0° 10’
—_— ReD
Zo2(1-7) (B.11)
u

This behavior is caused by the vanishing turbulent shear stress with increasing
rotation rate N. If we now exclude extremely large values of N and introduce the
dimensionless quantities defined in Eq. (B.6), we obtain from Eq. (3.109) for the
Richardson number,

=272
Ri—_ T2 (B.12)

(oY sz

The mixing length distribution is given by Eq. (3.108).

Because the mixing length only depends on the radial coordinate and the
Richardson number, it follows from Eq. (B.5) that the velocity profile in the core
region must have an universal character. Figure B.3 shows the distribution of the
axial velocity for various values of Z. It can be seen that the velocity profiles are
universal. There is only a difference in the profiles for different Reynolds numbers
near the wall (7 ~ 1), where the viscous forces play an important role.

In order to derive an approximation for the axial velocity distribution, we follow
the work of Reichardt (1951) for the non-rotating pipe and subdivide the flow area
(0<7<1) into two parts: a near wall region and a part, which contains the rest of
the flow area. Reichardt (1951) developed, for the turbulent flow in a non-rotating
pipe, an approximation for the velocity distribution which is valid for the whole
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102

Fig. B.3 Axial velocity distribution for various values of the rotation rate Z and different Rep,
(Weigand and Beer 1994)

flow area. This is also the aim for the case of turbulent flow in an axially rotating
pipe. For more details on this subject, the reader is referred to Weigand and
Beer (1994).

The Velocity Distribution in the Core Region

If one plots the velocity distribution of Fig. B.3 in a diagram containing logarithmic
axis, one obtains for the velocity distribution

He =Wl _ a8 (B.13)

Ur

where A and B are depending on Z

A(Z) = v/0.06052 22 + 5.4Z + 25.705, (B.14)
B(Z) = 1.55 + 0.338[1 — exp(—0.0553 Z)]

For Z = 0 (non-rotating pipe), the velocity distribution given by the Eqgs. (B.13)
and (B.14) is identical to the one reported by Darcy (1858). Figure B.4 shows a
comparison between the numerically predicted axial velocity distribution and the
approximation given by Egs. (B.13) and (B.14). It can be seen that Egs. (B.13) and
(B.14) approximate the velocity profile very well for 7 <0.7. For larger values of 7,
larger deviations can be noticed.
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Fig. B.4 Comparison between numerical solution and the approximation for the axial velocity in
the core region (Weigand and Beer 1994)

The Velocity Distribution in the Near Wall Region

It is well known that the velocity distribution near the wall in a non-rotating pipe
has a logarithmic distribution given by

1
ut = ;ln yi+c (A.36)

where x and ¢ are constants and y" is the dimensionless distance from the wall,
given by Eq. (A.23). In an axially rotating pipe, the turbulent fluctuations are
suppressed by centrifugal forces. Furthermore, the area, where the velocity profile is
still logarithmic in shape, decreases with increasing rotation rates. This fact is
shown in Fig. B.5 and has been observed in DNS calculations by Eggels and
Nieuwstadt (1993) and by Orlandi and Fatica (1995). However, Weigand and Beer
(1994) obtained an approximation formula for the velocity distribution in the near
wall region, which includes the effect of relaminarization due to system rotation.

This equation is given by (for more details the reader is referred to Weigand and
Beer 1994)

e Kilm(l +riyT)+7.8 [(é{;o (1 —exp <;’—;> - @—D exp(—byﬂ)]
(B.15)
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Fig. B.5 Axial velocity distribution u/u, as a function of the wall coordinate y* for two different
values of Z (Weigand and Beer 1994)

with the quantities

Re,
y?_ :ylom, Yo = 11 (Bl6)
)0
Re 7 ) 35
= t — 1 =04
. K((Rer)())/ (Re1> *  f
1 K1
b=—/=
3V k

In the equations above (Re.), denotes the shear-stress Reynolds number for the
non-rotating pipe. As it can be seen from Eq. (B.15), the velocity distribution in the
near wall region is influenced by a term containing the influence of the system
rotation on the wall shear stress. Figure B.6 shows the good agreement between the
approximation given above and the numerical solution of the problem.

An Approximation Formula for the Whole Region of the Pipe

Strictly speaking, the two equations given above for the axial velocity distribution
are only valid in the near wall region and in the core region. However, the two
solutions can be combined to one single relation, as shown by Weigand and Beer
(1994). They obtained
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T

with a; = 5(Re;),/Re.. From the continuity equation in integral form, one can
finally obtain a functional dependence between the shear-stress velocity and the
maximum velocity in the pipe center

uc _Rep n 2A
u, 2Re, 2+B

(B.18)

Figure B.7 elucidates the influence of the rotation parameter Z on the axial
velocity distribution for two different flow-rate Reynolds numbers. It can be seen
that increasing Z tends to relaminarize the flow. The axial velocity profiles tend to
approach the parabolic distribution of the Hagen-Poiseuille flow for growing values
of Z. Furthermore, it can be seen that the above obtained equation for the axial
velocity approximates very well the numerical calculation.

If the approximation is used in Fig. 3.15 instead of the numerical solution, no
noticeable difference can be seen.

Finally, it should be noted here that the effect of pipe rotation is very much
different if a laminar flow enters the axially rotating pipe. In contrast to the previous
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Fig. B.7 Influence of a variation of the rotation parameter Z on the shape of the axial velocity
profile (Weigand and Beer 1994)

discussions, the rotation causes for a laminar inlet flow a destabilization of the flow,
even so the flow rate Reynolds number is much smaller than 2000. Mackrodt
(1971) found that a laminar pipe flow is only stable against circumferential dis-
turbances if the Reynolds numbers are below the limits Re, = 53.92 and
Rep = 165.76. The reader is referred to the papers of Murakami and Kikuyama
(1980), Kikuyama et al. (1983), Reich et al. (1989) and Weigand and Beer (1992b)
for a more detailed discussion of this subject.



Appendix C
A Numerical Solution Method
for Eigenvalue Problems

During the analytical solution process for the thermal entrance problems in pipe and
channel flows, a linear partial differential equation of the kind

00 10 [W a@)} (3.19)

u(n)g =F o | a () —

on

has to be solved. If we consider a step change in the wall temperature, the boundary
conditions for this partial differential equation are given by

$=0:0(0,i) =1 (3.17)
ﬁzO:acj) =0

I [
i=1:0(1)=0

The solution of the above given problem has been derived in Chap. 3 and is
given by

o0

© = A7) exp(—ﬂjx) (3.55)

J=0

In the following, one possible numerical solution procedure for the eigenvalue
problems discussed in Chaps. 3 and 4 will be presented. As it has been demon-
strated, the solution of the energy equation can be obtained for these problems as a
sum of eigenfunctions. In order to determine the temperature distribution, the
eigenfunctions and the related eigenvalues have to be predicted. For the above
given problem Egs. (3.17) and (3.19) the eigenfunctions are the solutions of the
following ordinary differential equation

P () 12 () + [;Faz(ﬁ)cb’.(ﬁ)]': 0 (3.25)

J
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with the boundary conditions

@(0) (3.26)

=0
®(1) =0

The flow index F in Eq. (3.25) has to be set to one for the heat transfer in pipe
flows and to zero for the heat transfer in a parallel plate channel.

Eigenvalue problems, like the one given by the Egs. (3.25) and (3.26), can
normally only be solved numerically, because the coefficients in the differential
equation are complicated functions of the coordinate 7. This is the case for the
velocity distribution #(72) and also for the function

(i) = 1 +I%rl5m(ﬁ) 1)

One efficient method to solve these eigenvalue problems is by using a Runge-
Kutta method. This approach will be explained now in detail: In order to solve the
Egs. (3.25) and (3.26) by a Runge-Kutta method, we transform the second-order
ordinary differential equation into a system of two first-order ordinary differential
equation. Introducing the new function

% = ay(n) @ (C.2)

into Eq. (3.25) results in the following system of ordinary differential equations

(%) B (ljjizzcg?(gj)) N <—fF0m} (;ch)1> (i’) (€3)

In order to solve the system of equations given by Eq. (C.3) with a Runge-Kutta
method, the problem has to be considered as an initial value problem. Therefore, we
provide an additional normalizing condition for the eigenfunctions according to

®;(0) =1 (C4)

Using an arbitrary normalizing condition does not change the solution of the
problem, because in Eq. (3.55) all the individual eigenfunctions are multiplied by
constants. This means that the value prescribed by Eq. (C.4) will only influence the
value of the constants A; in Eq. (3.55).

The algorithm for the Runge-Kutta method for solving a system of ordinary
differential equations is relatively simple (see for example Tornig 1979). The
system of differential equations, given by Eq. (C.3), is now solved together with the
two initial conditions
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®;(0) = 1
(0) =0 (C.5)

This will be done by using a guessed value of the eigenvalue )fl. Examining the
boundary condition for the eigenfunction for 72 =1 (®;(1) =0) shows, if the
guessed value 1121 is an eigenvalue of the problem under consideration. If AZ is not an
eigenvalue, the calculation procedure will be continued with a different guessed
value /Ii > /li. This procedure, which is known in literature as a shooting method,
will be continued up to the point when a change in sign appears for ®;(1). If this is
the case, an eigenvalue has been found in the interval [AZ, }vi]. This eigenvalue can
then be predicted to whatever accuracy is desired, by successively halving the
interval. This means that the eigenvalue can finally be predicted with the accuracy

D;(1)<e (C6)

where it is normally accurate enough to set ¢ = 1075. The here discussed procedure
is illustrated in Fig. C.1.

The number of zero-points of the eigenfunctions ®; increases linearly with
growing values of j. This means that higher eigenfunctions strongly oscillate and
that it is difficult to capture exactly the shape of the eigenfunctions for larger j by a
numerical method. In Chap. 4, we have investigated an analytical methods for
predicting such eigenfunctions for large values of j. However, if the number of grid
points used to resolve the interval [0, 1] in the numerical prediction is large enough,
also higher eigenfunctions and eigenvalues can be predicted accurately. For this
normally 1000-2000 grid points have shown to be sufficient.

C.1 Numerical Tools

On the internet web page, given in the preface, the reader will find several useful
programs (executables and source codes) for the prediction and animation of
thermal entrance heat transfer problems.

;) 4 1. Eigenvalue 2. Eigenvalue

L

S

Fig. C.1 Numerical prediction of the eigenvalues
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The programs for predicting thermal entrance problems in a parallel plate
channel will be explained here in more detail, because for these programs also the
source code is provided on the web page.

Vel2dch

This program (Velocity-Profile-2D-Channel), which is written in FORTRAN, pre-
dicts the hydrodynamically fully developed velocity profile for a laminar or turbulent
channel flow. The underlying equations, which are solved, are discussed in detail in
Appendix A. At the start of the program the reader is asked to provide a Reynolds
number for the channel flow. If a value for the Reynolds number, based on the
hydraulic diameter is provided, which is smaller than 2000, the program automati-
cally calculates the velocity profile for a laminar channel flow (see Eq. (3.2)).

In addition to the solution of the hydrodynamically fully developed velocity pro-
file, the program also predicts the function given by Eq. (C.1) and the fully developed
temperature distribution in case of a constant wall heat flux. For the turbulent heat
diffusivity, the turbulent Prandtl number model by Weigand et al. (1997a) is used. For
laminar flow, the function a, (72) = 1, and the fully developed temperature distribution
is given by Eq. (5.83) (for Pe;, — o0). This program serves as an input generator to the
program Temp2dch (Temperature-Distribution-2D-Channel), which solves the
energy equation for the thermal entrance problem in a parallel plate channel.

Temp2dch

This program, which is also written in FORTRAN, predicts the temperature dis-
tribution and the Nusselt number for a hydrodynamically fully developed flow. The
underlying equations are discussed in detail in Chap. 3. Solutions of the energy
equation are provided for the case of constant wall temperature and for the case of
constant wall heat flux. The program uses the velocity distribution, the function
a>(¥) and the fully developed temperature profile (which is only needed in case of a
constant wall heat flux boundary condition) from the program Vel2dch. The cal-
culation of the eigenvalues is done by using a Runge-Kutta method and follows the
approach outlined in the first part of this appendix.

Visualization of Results

After executing the above described programs, several data files are generated,
which can be visualized by freeware programs as explained on the previous
mentioned web page. The output files contain all main interesting calculated
quantities like temperature profiles (line plots and the development of the profiles as
a function of axial coordinate), Nusselt number distribution, and so on.
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All the programs provided on the internet page have been rewritten from older
FORTRAN programs in order to be more user friendly. The author has used similar
programs for a long time and a lot of comparisons have been made over time
between predicted eigenvalues, constants, Nusselt number distributions and litera-
ture data. This includes comparisons for pipe flow with Shah (1975), Shah and
London (1978), Papoutsakis et al. (1980a) (with axial heat conduction), compari-
sons for parallel plate channels with Brown (1960), Deavours (1974), Shah and
London (1978) and for the case of circular annuli with Lundberg et al. (1963) and
with Hsu (1970) (with axial heat conduction).

Table C.1 shows a comparison of some predictions with values reported by Shah
(1975) for a laminar flow in a parallel plate channel with constant wall temperature.
It can be seen that the present calculations are in excellent agreement with the
values of Shah (1975). This is interesting, because Shah (1975) obtained for
x/(DPep) <107 the values for the Nusselt number from an extended Leveque
solution.”

In addition, this sort of programs have been compared against numerical pre-
dictions for pipe flows (for example Hennecke 1968) and for circular annuli (Fuller
and Samuels 1971). Some of the above mentioned comparisons have already been
shown in Chaps. 3 and 4. The reader will find it relatively straight forward to extend
the programs provided on the above given web page to the case of pipe flow and
flow in circular annuli. Also the extension to solve eigenvalue problems for situ-
ations, where the axial heat conduction cannot be ignored, is relatively easy.

One Example

On the web-page the reader will find also some example calculations and a doc-
umentation in order to show how to use the programs. In addition also some
comparisons between the programs and literature data are provided. One simple
example, which could be used as a start, in order to get used to the programs, could
be to compute the laminar heat transfer for a slug-flow velocity profile. Here one
can develop very easily a complete analytical solution. Let us assume that

i(5) = 1 (c7)

>The series solution for the temperature field and for the Nusselt number, which have been
obtained in Chap. 3, are converging very slowly for x — 0. Leveque (1928) developed an
approximation for the temperature field for very small values of x. He approximated the velocity
profile, within the very thin thermal boundary layer by # = 1 — n. By doing so, the energy
equation has a similarity solution (see Chap. 6). This solution can be used as long as the thermal
boundary layer thickness is very thin (x/(DPep) < 1073). The reader is also referred to Worsoe-
Schmitt (1967) and to Kader (1971), where also solutions of this kind are reported for the
extended Graetz problem (with axial heat conduction).
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Table C.1 Comparison of local Nusselt numbers for the thermal entrance region in a parallel plate
channel with laminar internal flow and constant wall temperature

x/(DPep) Nup (Shah 1975) Nup (own calculation)
0.000001 122.943 122.7618
0.000003 85.187 85.2384
0.000005 71.830 71.8536
0.000006 67.589 67.6069
0.000007 64.200 64.2141
0.000008 61.403 61.4139
0.000009 59.037 59.0463
0.00001 56.999 57.0064
0.00003 39.539 39.5402
0.00005 33.379 33.3791
0.0001 26.560 26.5600
0.0005 15.830 15.8300
0.001 12.822 12.8217
0.005 8.5166 8.5166
0.01 7.7405 7.7405
0.05 7.5407 7.5407
0.1 7.5407 7.5407

This could be the case for a laminar flow of a
Prandtl number. Inserting Eq. (C.7) into the energy
00 _ C)
ox 052

liquid metal with a very low
equation (3.15) results in

(C.8)

Let us now consider constant wall temperature boundary conditions according to

Eq. (3.17). Then we obtain for the planar channel

00
5=0:—| =0

ayy:()
y=1:0(%1)=0

(3.17)

The solution of Eq. (C.8) together with the boundary conditions given by

Eq. (3.17) can easily been obtained by the method
one gets

0= ZAj cos(4;y) exp(—

=0

of separation of variables and

) (C.9)
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Table C.2 Comparison between analytically predicted eigenvalues and calculated eigenvalues by
using the program Temp2dch

Nr. (i_?)analyncal (;ﬁ?)numerical Rel. error
0 2.4674012 2.4674009 <1077

1 22.206611 22.206608 <1077

2 61.685031 61.685022 <1077

3 120.90266 120.90264 <1077

4 199.85950 199.85947 <1077

5 298.55555 298.55551 <1077

6 416.99081 416.99075 <1077

7 555.16528 555.16520 <1077

8 890.73185 890.73172 <1077
with the quantities

,-:2512()”’), Ajz(zjzl)nyj:m,z,... (C.10)

7

The uniform velocity profile given by Eq. (C.7) can easily been modified in the
input file for the program Temp2dch by setting all values for the velocity profile to
one.

A comparison between the analytical predicted eigenvalues and the numerical
calculated values is reported in Table C.2. It can be seen that there is an excellent
agreement between the numerically predicted values and the exact solution.

The same sort of accuracy can also be achieved for the constants A;. A com-
parison between numerically predicted values and the exact solution is given in
Table C.3.

More examples can be found on the previous mentioned web-page.

Please note that the provided programs on the web-page are for educational use
only. They should not be used for any commercial applications. Furthermore, the
author does not take any warranty for any results produced by the programs.

Table C.3 Comparison between analytically predicted constants A; and numerically calculated
values by using the program Temp2dch

Nr. (Aj)analytical (AP numerical Rel. error
0 1.2732395 1.2732395 <5108
1 -0.42441317 -0.42441313 <1077
2 0.25464790 0.25464783 <3 1077
3 -0.18189136 -0.18189125 <7107
4 0.14147106 0.14147091 <210°°
5 -0.11574905 -0.11574887 <210°°
6 0.097941501 0.097941291 <3107°
7 -0.084882634 -0.084882391 <3107°
8 0.074896442 0.074896166 <410°°




Appendix D

Detailed Derivation of Certain Properties
of the Method for Solving the Extended
Graetz Problems

In the following appendix, certain properties of the method explained in Chap. 5 are
derived in detail. Where necessary, the derivation is shown for the two different
boundary conditions considered in Chap. 5: constant wall temperature and constant
wall heat flux.

D.1 Symmetry of the Matrix Operato L

We start our considerations by showing that the matrix operator L is a symmetric

operator in the Hilbert space H = H| & H,, where H, is the space containing all
functions f(7) in [0, 1] for which the integral

1
/ () 7 ay ()di < oo (D.1)
0
holds. H, is the space of all functions b(#) in [0, 1] for which Eq. (D.2) holds
1
b’ (n)
———dn< D.2
/ Farn) 0 (D:2)

Now it can be shown, that the matrix operator L, given by Eq. (5.11), is sym-
metric with respect to the inner product defined by Eq. (5.14). We assume that the

two vectors (f), Y belong to D(L), which is defined for a given wall temperature by

Eq. (5.15) and for a given wall heat flux by Eq. (5.66). This means that we have to
show, that

<cf>, LY> - <ch>, T> (5.16)
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Equation (5.16) can be proven by inserting the expressions L® and LY into the
definition of the inner product according to Eq. (5.14). This results in

l [0 7 -
LF) = [ 5 00 Yu(a) @1 0) + 0a(5) Y| (5.17)
0 i
Lo _
>:/ ey P Y1) — LAY )+ @) Yal) | it (5.18)
0 J

Subtracting Eq. (5.18) from Eq. (5.17) results after integration in

<<13, LY> - <L<f>,f> = 0y(1)Y1(1) — »(0) Y, (0) (5.19)
— @ (1)Y2(1) + @1(0)Y2(0)

The resulting expression on the right hand side of Eq. (5.19) is zero for the case
of a given wall temperature because @; (1) = Y (1) = 0, as well as for the case of a
given wall heat flux boundary condition, because ®,(1) = Y,(1) = 0. For both
boundary conditions ®,(0) = Y,(0) = 0 because of the assumed symmetry of the
eigenfunctions.

D.2 The Eigenfunctions Constitute a Set of Orthogonal Functions

Next, we show that the eigenfunctions given in Chap. 5 constitute a set of
orthogonal functions. Consider the two eigenfunctions Cf)_,- and (f)k together with the
related eigenvalues 4; and ;. From Eq. (5.20) one obtains:

L&, = /%,
. ~ (D.3)
LO, = 1, Dy

with the boundary conditions.

Constant Wall Temperature

D1 (0) = @y (0) =0, @;(1) =Du(1) =0 (D.4)
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Constant Wall Heat Flux
@}, (0) = @, (0) =0, (1) = P}y (1) =0 (D.5)

By taking the inner product (defined by Eq. (5.14)) of Eq. (D.3), one obtains (note,
that from Eq. (5.14) follows that <(_ﬁj, (5k> = <(_ﬁk, (f)j>)

(L8, ®0) — (B, 180) = (g — 4a) (B, B ) (D.6)

In the last paragraph, it has been shown that the operator L is a symmetric
operator in the Hilpert space. This means that Eq. (5.16) is valid

<cf>, LY> - <L&>, T> (5.16)

where @ and Y can be replaced by Cf>j and @y. Then it follows immediately from
Eq. (D.6) that

0= (- #) (%, B) (D.7)

From this equation, one can conclude that
0 for A; # Jk

<cB,-,ci’>k> - { ‘ &l (D.8)

j for )»j = ;Lk
Equation (D.8) shows that the eigenfunctions constitute a set of orthogonal
functions for the inner product defined according to Eq. (5.14).

D.3 A Detailed Derivation of Eqs. (5.31) and (5.68)

Because of the non-homogeneous boundary conditions, the vector S does not
belong to the domain D(L) given by Eq. (5.15) (for constant wall temperature

boundary conditions) or by Eq. (5.66) (for constant wall heat flux boundary con-
ditions). However, it can be shown that Eq. (5.31) and Eq. (5.68) hold.

(LS, &) = (5, L8;) + @(1) 8(%) (5.31)

<L§, *,> - <§ L<T>,> — @ (1)E(, 1) (5.68)
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These two equations can be derived in the following way: from the definition of the
inner product by Eq. (5.14) one obtains

S

(L5, &) = / e Dot (1) $1() — D32 (3) $5(3) + D () S&(ﬂ)] di (DY)
/1
A

<§7 ch>,> - / % 1 (71) 1 () — @y (7)S) (72) + P, (7) Sz(ﬁ)} di (D.10)
/L

where the prime denotes the derivative with respect to 7. From these two equations
one obtains

(LS, @) = (5, L8;) +Dp(1) Si(1) = 2(0) 51 (0)+ (D.11)
— @1 (1)S2(1) + ©;1(0)$2(0)

where the solution vector § was defined in Eq. (5.11) by

< _ ®()~Ca ﬁ)
5= [0ea] o2
Therefore, Eq. (D.11) can also be written as
(LS, &) = (5, L&) + ®2(1) O(3, 1) - ©(0) O(,0) (D.13)

—®;(1)E(%,1) + @; (0)E(%,0)

For the case of a constant wall temperature, the boundary conditions are given by

@,(0) =0, ®;(1) =0, (D.14)
88(;? » =0, O(%1)=given

In addition, it follows from Eq. (5.22) that ®,,(0) = 0 and from the definition of the
function E by Eq. (5.9) it follows that E(X,0) = 0. Therefore, Eq. (D.13) simplifies
for the case of a given wall temperature to

<L§, &)j> - <§ ch)j> +Dp(1) O, 1) (D.15)
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If now O(x, 1) is replaced by the boundary condition according to Eq. (5.7),
Eq. (5.31) is obtained.
For the case of a given wall heat flux, the boundary conditions are given by

(I)]’.1 (0) =0, (DJ’-I(I) =0, (D.16)
@ =0 @ = given
on|._, om|,_, ©

Recalling that ®;»(0) = 0 and E(%,0) = 0, one obtains from Eq. (D.13), by con-
sidering that @,,(1) = 0 for the case of a prescribed wall heat flux, Eq. (5.68)

<L§, cf>,-> = <§ ch>j> — @, (DE(, 1) (5.68)

D.4 Simplification of the Expression for the Temperature
Distribution (for Constant Wall Temperature)

In Eq. (5.42) we used the result that

X D) D7) L DH(1) P ()
_Z jﬂ_ t112 _Z ,+ Hfz =1 (5.42)
Byl = e

This expression can be derived in the following way. We start by expanding a
vector f = (1,0)” according to Eq. (5.29). This results in

((13> - i 7.9) (i) (D.17)

o
W

ji=0

—

The expression <f , &),> can now be evaluated from Eq. (5.14) which results in

7

From this equation, one obtains for the first vector component of Eq. (D.17)

2
Pe;

_ a@i o @) an .
>0/{ 1(1),1()]d (D.18)

1
= O ay(n)if®;
1:2 (L /‘ 2L i (D.19)
0
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Now the integral in Eq. (D.19) can be rewritten. First, one can replace the
integrand by using Eq. (5.21). This results in

1

1
/al(n)r2 I g — . /ﬁ?F(I)jldﬁ — (1) (D.20)
0

Pej, 4
0

The integral on the right hand side of Eq. (D.20) can be expressed as

i 1 1 i

1
1 1
}—/”F(Dldn—— mjl/a;Fdﬁ —I/CD’ /ﬁ?Fdﬁ din (D.21)
j j
0 0

0 0 0

Evaluating the first expression on the right hand side of Eq. (D.21) shows that this
term is zero. If one further replaces (IDJ/'1 by Eq. (5.22), one obtains

1 n 1 n 1

1 @
- / @, / urdn | din = — / =2 / wtdn | din = — / ) 7(72) din
A] r-ap
0

0 0 0 0
(D.22)
If one replaces now the integral in Eq. (D.19) one obtains
1
D (7 ;1 (1) Dy (1
==Y fi(nz)/%y(fz)dﬁ—ziﬂ(nz ’22( ) (D.23)
j:O (DJ 0 j:0 (Dj

In order to show that this expression is identical to Eq. (5.42), one has to show
that the first sum on the right hand side of this equation is zero. Expanding the

2 \oF AT . . .
vector f = (0, y(i1)7"ay)" into a series, one obtains for the first vector component

N dn D.24
Z / 5 (D.24)

./'

Equation (D.24) shows that the first sum in Eq. (D.23) is zero and one obtains
therefore

1= —iw (D.25)
|

If we distinguish explicitly between positive and negative eigenfunctions in
Eq. (D.25), we obtain Eq. (5.42).
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D.5 Simplification of the Expression for the Temperature
Distribution (for Constant Wall Heat Flux)

For the case of a prescribed wall heat flux, we can simplify Eq. (5.73) by replacing
the first two terms in this equation. In the following section, it will be explained
how this can be done. The first term in Eq. (5.73) to be replaced is

o~ ©i(1)

S0y (71) (D.26)

We start our considerations by expanding the Vectorf = (1, O)T into a series. For
the first vector component one obtains

1
o0 q)‘l Cll(fl);F(D‘l -
1:2 ] 2/ = di (D.19)
0

in

1

1 1
al(fz)?F(I)»l ~ 1 d . ~ ~ 1 ~~ ~
/ i = [ [rFaz(n)(D}l] @i+ i ®ydi (D.27)
0 20 0

Carrying out the integrations in the above equation, it can be seen that the first
integral is zero for the case of a prescribed wall heat flux and one obtains

Z —5 | ur F®; (n)din (D.28)
ik

:0 i

The integral in Eq. (D.28) can be further rewritten by partial integration. This
results in
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In order to obtain an expression for Eq. (D.26), the second term on the right hand
side of Eq. (D.29) needs to be evaluated. Expanding the vector f = (0, (i)
ay(7))" into a series results in

(w(ﬁ)??“az(ﬁ)) -y <qv~&)j?> 6 (7) =32

S}

1
/ o(n) ®pdn (D.30)
0

Taking the first vector component of Eq. (D.30) shows that the second term on the
right hand side of Eq. (D.29) is zero and we obtain for the expression given by
Eq. (D.26)

iL(IH)zoDﬂ( A)=F+1 (D.31)

In addition, we want to derive an analytical expression for the first sum on the right
hand side of Eq. (5.73):

o0

Z

Jj=0 4

2 ®; (7 (D.32)

If we put x — oo in Eq. (5.73), we obtain the fully developed temperature distri-
bution in the duct with a prescribed heat flux at the wall. Using Eq. (D.31) this
distribution can be written as

o0

X —00: 04 Z

J=0 A

FER(F+1) (D.33)

cf>H

As it can be seen from Eq. (D.33) this temperature distribution contains a term,
which is linearly increasing in X and a term, which is a function of 7. Therefore,
Eq. (D.33) might be written as

X—00:0x (X 1) =Y7n)+x(F+1) (D.34)

The function ¥ (71), appearing in Eq. (D.34), is not known. However, this function
can easily been obtained by inserting Eq. (D.34) into the energy equation (5.6) and
solving the resulting ordinary differential equation for W (7). One finally gets

= [l i(s)i dsdn = W¥(i
T(n)_/?Faz(ﬁ)o/ (s)Fdsdn+ Cy = Y( )+C2 (D.35)
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The constant C,, which appears in the above equation, can be obtained from a
global energy balance. This might be done by evaluating Eq. (5.9) for the case of a
thermally fully developed flow (¥ — oo) for the whole flow domain
E(n=1,X — o00). By considering the boundary conditions for the function E,
given by Eq. (5.65), one obtains

1 00
P_eial(n) 6}6] i dn (D.36)

1
5c—>oo:E(1,5¢):5c:/ {a@m—
0

Inserting the temperature distribution given by Eq. (D.34) into Eq. (D.36) results
in

Pe 7

1 1
/ an" P (in)dn / a, (i) 7 dn (D.37)
0 0

Comparing Eq. (D.37) with Eq. (D.35) results in the following expression for the
constant C,

1 1

2
- /al Yifdin — (F+1 / din (D.38)
PeL

0 0

P(it) = / 1 / i dsdn (D.39)

ay()
0

From this equation one finally obtains for the sum, Eq. (D.32),

X, @ (1
Yl

=0 ij‘(b

i) =¥ (i) = P(7) + G (D.40)

It should be noted here that the above analytical expressions, Egs. (D.26) and
(D.32), transform into the expressions developed by Papoutsakis et al. (1980), if we
consider the simplified case of a laminar pipe flow (F = 1, ¢y = a, = 1,
it =2 (1 — i%)). For this case one obtains

o~ 01 () D51 (1)

J=0

=2 (D.41)
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and

icbﬂincpjl(ﬂ)_~2 it 8 7 (D.42)

=n JRE—
‘2 4 'pel 24

These expressions have also been given in Eq. (5.82). For the case of a planar
channel, Eq. (5.83) is obtained.

o2
D.6 The Vector Norm H(I)]H

2
are presented.

-

@
The vector norm is defined by inserting the eigenvector into Eq. (5.14). This results
in

In this section, some interesting results about the vector norm

dit (D.43)
L

ey ()
o[- (5.8) - | [ o0+ i

First, we establish a connection between the vector norm and the derivative of the
eigenfunction with respect to the eigenvalue (see Eqs. (5.46) and (5.78)). This
connection is important because it allows us to evaluate the constants in the tem-
perature distribution very easily. Therefore, we consider two vectors (f)j and @
which both satisfy Eq. (5.20). This results in

L®; = 4 (D.44)
LO =)0

The eigenvector <_ﬁj satisfies both boundary conditions at 7 = 0 and 7 = 1, whereas

the vector ® satisfies the boundary condition at 7z = 0 and only in the limit 2 — 4
the boundary condition at n = 1.
If we now apply the inner product, given by Eq. (5.14), to Eq. (D.44), we obtain

(L8, ®) — (8;,L8) = (4 - 2)(®,®) (D.45)
The expression on the left hand side of Eq. (D.45) can be evaluated to be

(L8, ®) — (B, L8 ) = [0 02 — D], (D.46)
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Because @ (0) = ®,(0) = 0 one obtains from Eq. (D.45)

<(—ﬁ (T)> _ D (1H)®y(1,4) — Op(1) @i (1, 4) (D.47)

b 7
/1ij

If we evaluate Eq. (D.47) for the limiting case when 4 — 4;, o — (5j we obtain

lim <cf>j, <f>> _ H‘T’fH2= i @ (D@2(1,4) = () (1,2)

D.48
A=A s /lj - ( )

Before evaluating the expression on the right hand side of Eq. (D.48), the wall
boundary conditions for 7 = 1 need to be specified.

Constant Wall Temperature: ®;;(1) =0
Inserting this boundary condition into Eq. (D.48) one obtains
- 2 D(1,4
lim <cbj,c1>> - ‘ = lim {cbjz(l)M} (D.49)

A=l /Ij -2
If 4 — 4; is introduced into the Eq. (D.49), the expression on the right hand side
leads to 0/0 and can be evaluated by the rule of L’'Hospital. One obtains Eq. (5.46)

¥,

<12 d®; (1, 2)
H‘IJJH =—Pp(l)— - (5.46)
Constant Wall Heat Flux: ®,(1) =0
For this case one obtains from Eq. (D.48)
-z @\ &P e Rit(D)@(1,4)
tim (,6) = | = R R (D-50)

Using the rule of L’Hospital to evaluate the term on the right hand side results in

dD,(1, 1)

H&)-"HL O (1) —">

(D.51)

A=A
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In Eq. (D.51) the vector component @, can be replaced by using Eq. (5.22) at the

wall. This leads to
L2 d (D(1,2)
Q| =5 (1)— LA D.52

=l

Finally, for the case of a constant wall temperature, Eq. (5.45) is derived

2

—»

]

1
:—}l/ruq) dn+ /rFal )®7 din (5.45)
0

In order to obtain this equation, we start from Eq. (D.43)

2 / 2 (71
- &) cB /l = 2 () + Pl )]dﬁ (D.43)
0

L as (fl) ;‘F

@

For Eq. (D.43), one can rewrite the second term in the integral by using Eq. (5.22).

This results in
1 1
D2 (71) 1
J2 ~ T

dn=— | ®p®;d D.53
/az(ﬁ);F " i_f/ 2o (053

0 0
The first term in the integral of Eq. (D.43) can be rewritten by using Eq. (5.21)

7 =\ =F
ay (n)r
[
5 L

Introducing Egs. (D.53) and (D.54) into Eq. (D.43) gives

and after partial integration (with the boundary conditions @ (0) = ®;;(1) = 0)
one obtains from Eq. (D.55)

\J|,_.

1
/ i - (Djl(Dj’.z) di (D.54)
O

1
2 1 . 5
_I/{ 03 (1) 4 @) O — D D, | din (D.55)
J
0

2
&l =
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The second integral in Eq. (D.56) can now be modified by using Eq. (5.22)

1
2
—I/Qild)]’.zdﬁ: / @ dn—l——/alr @7, dit (D.57)
J
0

Inserting Eq. (D.57) into Eq. (D.56) results in Eq. (5.45).
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Appendix E
Short Solutions of the Chapter Problems

The following appendix provides short solutions to the problems given at the end of
each chapter. For more detailed solutions the reader is referred to the solution
manual. This manual can be found on the web-page of the book (see preface to the
second edition).

Chapter 1

Problem 1-1

(a) linear, homogeneous partial differential equation of order 2

(b) linear, non-homogeneous partial differential equation of order 2

(c) linear, non-homogeneous partial differential equation of order 4

(d) non-linear, non-homogeneous second order partial differential equation.

(e) quasi-linear, non-homogeneous partial differential equation of second order.

Problem 1-2

(a) The problem can be split in the following two problems

9’0 50O,
— t+t—= = 0
ox2  9y?
with the boundary conditions
®1 (075)) =0
©:(1,y) = sin(ny)
0,(%,0) =0
®l ()Nca 1) =0
and
#0, PO,
ox2 2
© Springer-Verlag Berlin Heidelberg 2015 263
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(b)

©
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with the boundary conditions

= sin(37X)
Adding up the two problems results is: @ = O + O,

9?0, 0'0, "0, 0’0, 00 00

TR R R Rl R

For the boundary conditions one obtains
0(0,3) = ©1(0,5) + ©:(0,
0(1,5) = ©1(1,¥) + O
(%,0) = ©1(%,0) + Oy
(x,1) = 04(x,1) (x

7)) =0
1,y) = sin(ny)
x%,0)=0
X, 1) = sin(37x)

:y
0

@@

X, ®l X,

By inserting the expressions below for ®; and ®; into the partial differential
equations and the boundary conditions, it can easily be shown that the
expressions satisfy the related equations.

Problem 1-3

(@
(b)

(©)

(d

One obtains the solution: ®; = x +y
For y=1—X one obtains: ®; = 1. This does not satisfy the original

boundary condition at y = 1 — Xx.
®; needs to be obtained in the triangular region with the boundary conditions

For this function one obtains ®; = xy. Thus, the complete solution of the
problem is given by: @ = 0@, + @, =X+ y+ Xy

Chapter 2

Problem 2-1

(a) A=4,B =25/2, C =1, the equation is of hyperbolic type
(b) From the characteristic equations we obtain the two characteristics
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y—x:Clzf
X

—— =0, =

Y=2 2=1

(c) The standard form of the partial differential equation is

Pu_1ou
0oy 30

8
9
(d) The general solution is given by

u=g(n)exp(¢/3) 2’7 +/(9)

where g and f are arbitrary functions.
Problem 2-2

(a) Inserting u = F(x)G(y) into the equation results in

F// 1F/ B G// A( )G/ B .
xF F yG x,yG—cons.

From this equation, one can conclude that
Alx,y) =f()

(b) A=—x,B=0,C=yand B> — AC =4 xy
This shows that the partial differential equation has the following type

y>0: x<O0: elliptic

y>0: x> 0: hyperbolic

y<0: x<O0: hyperbolic

y<0: x> 0: elliptic

x=0or y=0: parabolic
(c) The characteristics are given by

=207 =X, =201+ 412

With A(x, y) = —1/2, and after introducing the characteristic coordinates, the
partial differential equation can be transformed into

Fu (o )
ocon  (E+n)\om  on)
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Problem 2-3

(@ A=1,B=5/2,C=4
— AC =25/4 — 4 = 9/4 > 0. Thus, the equation is of hyperbolic type
(b) The characteristics are given by

C=y—4, n=y—x
(c) Introducing the new coordinates into the partial differential equation results in

o 01 Ou . Ou
656) +1087£ 10—fsm( 1/3(¢—n))

Problem 2-4

(a) We are introducing the following dimensionless quantities

y T-T
b’ T

into the partial differential equation and into the boundary conditions.
This results in

0’0 (g)282® —0
b

oz \b) oy

This problem has to be solved together with the following boundary

conditions
0(0,y) =0
O(1,5) = sin’ (21)
0(x,0)=0
0(x,1)=0

(b) Introducing the following expression for the temperature field
O(x,y) = F(x)G(y)

results in the following distribution for the temperature

2
smh(

O(%5) = = %)sin(213)

4 sinh(27a/b)
1 6ma

e nh(==

4 sinh(67a/b) sinh(

5 X) sin(67y)
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Problem 2-5

(a) Introducing the dimensionless quantities into the partial differential equation
and into the boundary conditions results in

00 o0
ar  Ox?

and the following boundary conditions

1=0:0=1

¥=0:Big0(0,7) - ‘2—2;_02 0

~ . ~ 00 Te —Tg
_1:B - il _

x ic(0(0,1) — ©¢) + x|~ 0, ©c T T,

(b) The temperature distribution shall be split into the steady-state temperature
distribution and into the transient part: ® = @, + ©,, whereas the steady-state
temperature is obtained from

62?S —0
Ox2
with the boundary conditions
~ 00
=0:Big 0,(0) — —= =0
* i ®:(0) X 7o

~ . 00,
x=1 .Blc(@s(l) - ®C) +W~

x=1

=0

For the transient temperature distribution the following problem has to be
solved

90, _ 0,
Jr  ox?

with the boundary conditions

T=0:0,=1-0;

- . -~ 00
¥ =0:Big0,(0,7) — 3—3;;:0: 0
- . -~ 00
x:lZBlc®t(1,l)—|- a}l;:1:0
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(c) Solving for the steady-state temperature distribution in the slab results in

@CBiC
Big(1 + Bic) + Bic

0,(%) = (1 + Bigx)

(d) The temperature distribution for the transient part is given by

o _.Bi
0, = Zl Cn{cos(inx) AG

n

sin(4,%) } exp(—127)

The unknown coefficients C,, can be evaluated by applying the solution to the
boundary condition for 7 = 0

Big -
A+Bx—ZC {cos()nx)+—s1n nx} ZCX =0
n=1
From this equation, the unknown constants can be determined to be
fo (A + BX)X,(x)dx
kﬂ)m

The complete solution of the problem is finally given by summing up the
transient part and the steady-state solution.

Problem 2-6

(a) We introduce the following dimensionless quantities

. X 7 at T-T,;
x:—, :—7 =
l 2 T, -T

into the partial differential equation and the boundary conditions. This results

in
00 0’0
E:W+XB
00,x)=x—1
0(,0) =0
0G,1) =1

(b) In order to solve the above given problem, the problem will be split into two
simpler problems. The first one will give the steady-state solution of the
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problem, while the second problem will focus on the transient behaviour.
Thus, the solution will be given by ® = @, + O,
First problem

P’O,

ox?
0,(0) =0
O,(1) =1

—XB

Second problem

00, _ 70,
9t o2

(c) The solution of the steady-state problem can easily be obtained:

For the second problem, the following partial differential equation has to be

solved
00, 0O,
o ox2
0,(0,3) =% — 1 — O,() = éB(;ﬁ -3 -1
@[(;7 0) = O
@[(;, 1) = 0

One obtains as solution for this problem

0, = Z D, sin(nnx) exp(—(nn)*7)

n=1
[y (B(® — %) — 1) sin(nm¥)dx
fol sin? (nmx)dx

D, =
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Problem 2-7

(a) In case of rotational symmetry, the derivatives with respect to 9/0¢ and
0/0VY are identical to zero. This leads to

C@_Tfﬁg rza_T + i
p ot rror or 900

The boundary conditions are given by

t=0:T=T,;
r=R:T=T
r=0:T = finite

(b) Introducing the new function T'(r,t) = U(r,t)/r results in

U _ U, o

o Yor rpc

with the resulting boundary conditions

t=0:U="Tr
r=R:U=TyR
r=0:U=0

(c) Introducing the following dimensionless quantities

. r . at U r
F=—1=—,0=—n——
R R? RTy, R
leads to
00 82®+~~ . goR?
= rqi, i =
o o T T
- T, . .
t=0:0—7r=r
0
F=1:9=0
7=0:0=0

(d) We split the solution into a transient part and into a steady-state part.

0=0,+0,
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For the two temperature distributions, the following equations have to be

solved
0?0, .
o 4
F=1:0,=0
Fr=0:0,=0
8@,782(9,
oF  Or
P=0:0=117 70,7
To
Fr=1:0=0
Fr=0:0=0

The solution of the steady-state temperature distribution is given by

di ;3 -
®s=—g(73—”)

The method of separation of variables leads for the second problem to

0, = ZA” sin(nn7) exp(—(nm)*7)

n=1

where the constants A, have to be determined by satisfying the boundary
condition for 7 = 0. This leads to

L I8 sin(nn?){%? —Fo ®S(?)}d?

" fol sin® (n7t7)

Thus, the complete solution is given by

® :% (# —7) + iA,, sin(nm7) exp(—(nm)*7)

n=1

(e) The temperature distribution is given by

ﬂ

(;’ Do pg {%(;3 —F)+ Y Aysin(nmF) exp(—(nn)zf)}

0 n=1
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Problem 2-8
(a) Using the given characteristics leads to

A=4A—-2B+C=0
C=4A+2B+C=0

From these equations one obtains with A = 1: B =0, C = —4. Thus, one obtains
for the partial differential equation

O*u &u

PRI S

(b) The coefficient B* in the given equation, can be calculated from Eq. (2.17) to
be

5 A050N (000 OCon | 0o
BA8x8x+B<8x8y+3y8x>+C

= -8-8=-16

(c) The general solution of the equation is given by

1 1
u(&,n) = *@5311 +@n3é +£(&) +g(n)

Problem 2-9

(a) For m = 0, the equation is parabolic, for m <0 the equation is of elliptic type
and for m > 0 the equation is of hyperbolic type. For m = 0 one obtains

O*u

@: 2)Cy

(b) The general solution of this equation can be found by twice integrating the
equation. One obtains

1
u =35y +h(y) +g()x
(c) The solution of the problem is given by

1
u:§x3y+y2+yx
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Chapter 3

Problem 3-1

(a) In order to show that the eigenvalue problem is self-adjoint and positive
definite, we have to show that

v,w) = w,v), (v,w) = (w,v) (3.32)
(v,vy >0, (v,v) >0 (3.33)
are satisfied. We insert the expressions into the definitions

1

(v, w) /v "dn = —

0

1
= / (" —wy”
0
1 1
/vwdn = /wvdﬁ = (w,v)
0

and see that this is fulfilled. In order to show that the problem is also positive
definite, one has to show that

Viwdin = (w,v)

(v —w) din = (v —wv)|0—0

/"
-]

(v,v) >0, (v,v)>0 (3.33)
which leads to

1 1

1
/ w'din = —(w )\0 /v/v/dfz = / (v/)zdﬁ >0,
0

0 0 (3.33)

vidin > 0

(V’ V) =

o _

(b) We consider the two eigenvalue problems

+22Y,=0
Y//+;2Ym_0

“m
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The first equation will be multiplied by Y,, and the second equation with Y,,.
This leads after subtraction and integration between zero and one to

1

1 1
/ Y'Y, dit — / Y'Y, dih = —(J2 - 22, / Y Y,dit
0 0

0
1

=0=—(22—-722) / Y, Y,di
0

(c) The solution of the problem is given by

Yi(n) = cos(4n), A =jmn, j=1,2,3,...

Problem 3-2

Show that the following eigenvalue problem is self-adjoint and positive definite

(1 j})/I(D,l—HD”—O
®,(0) = ®,(1) =0
In order to show that the eigenvalue problem is self-adjoint, we have to show
that
v,w) = w,v), (v,w) = (w,v) (3.32)

We insert the expressions in the definitions

1

1
—/v "dn = /v”wdﬁ: (w,v)

0
= [ =i = [ (o' = (' =)= 0
0
1

I
o\
c\»— o

1
v(l +7 /wv Ndit = (w,v)
0

and see that this is fulfilled. In order to show that the problem is also positive
definite, one has to show that

vy >0, (v,v)>0 (3.33)
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which leads to

1 1

/vv”dn— vv)|0 /vvdn / dn>0

0 0 (3.33)
(v,v)

(1 +a*)Wdin > 0

o _

Show that the following eigenvalue problem is self-adjoint and positive definite
PR+ R, + 2R, = 0
R'(0)=R(1)=0

Let us first rewrite the problem

—(¥R.)'= 2R,

R'(0)=R(1)=0

Thus

See the proof shown in Chap. 3.

Show that the following eigenvalue problem is self-adjoint and positive definite

Thus

See the proof shown in Chap. 3.
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Problem 3-3
(a) Introducing the dimensionless quantities results in
00 0’0
ox O
with the boundary conditions
x=0:0=1
00
y=0:—=0, y=1:0=0
dy
(b) Inserting the expression ® = f(x)g(y) into the partial differential equation
results in
Jil — gl )2
foe
(c) Solving these ordinary differential equations results in

f(®) = Crexp(—2°%)
g(3) = Cycos(4Ay) + C;sin(4Y)

(d) For the temperature field one obtains

0= ZA,, cos(2,) exp(—A2%)

n=1

with

1 N .
Iny)d 2sin 4, 2n—1
_ fO COS( y) y o Sin . )vn:nTn; n:17273,...

" fol cos2(2,3)dy  An +Sin Ay cO8 2,

Problem 3-4
(a) The energy equation for this problem is given in dimensionless form (by using

the following dimensionless quantities)
Y T—-Ty . u 3 2
=2 =0 a="="(1-

=

. Xa 1
X=——=—
huh hRe,Pr
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(b)

by
g@faz_@
ox O
with the boundary conditions
x=0:0=1
)7:0:%—?:0, )7:1:%—? =-1

Because the temperature distribution for large axial values should be calcu-
lated, the boundary condition for X = 0 can not be satisfied and will be
omitted. Carrying out an energy balance as given by Eq. (3.122) for the

present case results in
—X= / u® dy

0

From this equation we see that the temperature distribution for large axial
values has the form

O=Cx+Y¥Y©®
Thus, the temperature distribution for large axial values is given by

3. 1., 39
O= —7_2P 4ot
YT a0

The Nusselt number for the fully developed flow can be calculated by using
the above given temperature distribution
or .
Dol _ @R —4

TTw-T, Tw-T, Ol -0,
The bulk-temperature is given in dimensionless form by

1

@,,:/a@ay:-x
0
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Inserting the above temperature distribution and the distribution for the bulk-
temperature into the definition of the Nusselt number leads to

4 140

17/35 17 8.2353

NUD

In order to obtain the solution for the complete problem, we split the tem-
perature distribution into two parts

®=0,+0,

Here, O, is the temperature distribution for large axial values, which already
has been obtained. For ®, we have to solve the following problem

5,@ — 0’0,
ox 0y

with the boundary conditions

)~CZOZ®2=—®1(3€:O)

- 00, N 00,
=0: —=0 =1: —=0

y 3 ) y Ex

Using the method of separation of variables, one obtains for ®,

_— Jo ©1(& = 0)©jady

o0
@ = > AD() exp(—4%), A
=0

Jy i
Thus
0=- +—~4f§~2+§:A®~(~) (—12%)
=X y 4y 'O]]yexp X
=
Problem 3-5

(a) Simplifying the energy equation for this problem leads after introduction of

the following dimensionless quantities

- u T—T()
U=—,

T e ®:qwh/k

y:

.’;C:

S =

)

S <
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to
00 1 (0’0 90 Usoh
095 =5 (50 5) Po="
with the boundary conditions
00
y=0:—=0
00
y=1:-—=-1
9y

(b) The integral energy balance takes the following form after inserting the
dimensionless quantities

o= j (1-5)0dy

Peh
0

From this equation we see that the temperature distribution for large axial
values has the form

0 =Cii + V()

(c) Inserting this expression into the partial differential equation and into the
boundary conditions results in

(d) The Nusselt number can be calculated from its definition

Using the temperature distribution which has been calculated above, one
obtains

3
|NUh| = 5
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Problem 3-6

(a) The energy equation and the boundary conditions are given by

()8T 0T
coU(y) — = A—=
,0 14 y X ayz
orT
y=0:— =0, adiabatic wall
Jy
y=1tp:—A—— = {§s; = const.
Qy
x=0:T=T,

(b) Introducing the above given dimensionless quantities leads to

00 P06
Yox T o

00 00
N: — = N:l:——:l
y=0 % 0, y 3 b
x=0:0=0

(c) Carrying out an energy balance similar to the one in Sect. 3.3.2 one obtains

1

= / i1©dy

0

The temperature distribution is given by
3. -
@ = — Ex + \P(}")

with

1. 1 39
\P:__~3 -4 7
27 T8Y T80

(d) The Nusselt number is defined by (see Eq. 3.64)

aT
b by y=tr
- D =2tr

Nup = ———=te
P T =0)-T,
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Introducing the dimensionless quantities results in

N 2 280
Up = — =~ — oy
PTer=1)-0, 33

(e) The complete solution can be obtained as a sum of two parts

0=0,+0,

where ®; denotes the already predicted solution for large axial values. The
describing equation for @, is given by

8@2 82(92
“ox 0y>
- 8@)2 - 00,
y B Y B
x=0: @2 == —@1

Using the method of separation of variables one obtains

0= 40,) exp(—)f;c)
=0

= f, ©1(% = 0)®jiidy
Jo @Piidy

The complete solution of the problem is given by ® = O + O,.

Problem 3-7
(a) The eigenvalue problem is self-adjoint, if (v, w) = (w,v), (v,w)
The second condition

- (W7 V)

1

/vr wdr = /wrzvdr = (w,v)

0

is satisfied. The first condition leads to (v, w) — (w,v) = 0. This leads to

1 1
d d
/Wdr< dy)—v;( dr)dr—/wrv—vrw]dzo
0 0
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Evaluating the above given integral gives
[wr?V — vrzw’}é = w(l)/ (1) = v(1)w'(1) =0

Thus, the problem is self-adjoint. In order to show that the problem is also
positive definite, one has to show that (v,v) and (v,v) > 0

1
(v,v) = /vzrzdr >0
0
1

d ( ,dr
(v,v) = _/VE (r E)dr—
0

(b) It can be shown that the eigenfunctions form an orthogonal set of functions

ViVdr > 0

o— _

J

1
s / DM [D;]din = 0
0

Using the operator from above, one finally obtains

1
/ rP®;®,di =0, fori#j
0

(¢) f(r) =1 should be developed in a series:

e}

From Eq. (3.54) one obtains

o 1 (r)dr

A = Jo T AT
! fol rz(I)j;(r)dr

(d) Inserting @, = h,/r into the eigenvalues problem results in

B!+ 22h, =0
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The boundary conditions transform to

r—0:r (%h,,)’: 0, —h,+ri,=0
r=1:h,=0
(e) From the solution of the above given eigenvalue problem one obtains
hy = Cy cos(Ayr) + Cy sin(4,r)

From the boundary condition for » — 0 it follows that Cj,, = 0. From the
second boundary condition for » = 1 follows that

0= Cysin(d), A, =nm, n=1,2,3...
Thus, the eigenfunctions are given by
. 1 .
hy, = Cysin(4,r), @, =—C,sin(A,r)
r
(f) The constants in (c) have been given by

P 7 (=1)"
! fol rzq)]z(r)dr %

Evaluating the integrals leads to

1= i (2 _(._1)) %sin(jnr)

=1 "

Chapter 4

Problem 4-1

It might be more convenient to show that from Egs. (4.11) and (4.12) the above
given problem can be obtained. Let us start with Egs. (4.11) and (4.12)

d*y

ot I w@)n =0 (4.11)
E=0:9(0)=0 (4.12)
t=n:9(n)=0
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with the quantities

1 I
1 i 1 i
=— [ \[5.dr. k=2 = [ \[5—dr 4.
G , / Zazdr, k=+v2)G, ¢ e / 2a2dr (4.9)
0 0

Payit\ fari\ V@ (Pasin)
19< 2) o, w@)(_z) d_52< : > (4.10)

For the second derivative of the new quantity 9 one obtains

with the expressions
& 1 [ ¢ 1 fa\"d(a
dé G\ 2a' di* 2G \2a, dr \2a,
di_d ((Pait\" N d !
dr  dr 2 T ar

Using the abbreviation

one obtains

9 ddy dd;db'* d*p'* db'tad; |, dR;
_ — ) 4 2y plaZ
dr?  drdr dr dr T dr dr di?

From the above equations we obtain
d*v d®; db'/* d’b'* dbV* do; 1 i
ey == 2—~ - + (Dj = + T < o
dé dr dr dr? dr dr G22a,

L (aN P af o d (Pai\" | (Pa) e,
2G \2a» dr \2a, T dF 2 2 dr

1

G 2a; \/ 2ay
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For the term k%1 one obtains
9 = 2/;G*b' D
and for w(&)Y one obtains

d2b1/4
w(é)9 = O;———
0= 5

This expression can be calculated similar to d*v /dé2 and one obtains
&b (1 (7N 1d db'/* i\

w()Y = O ——— ) / 5. T 5= @;/
dr 2a, 2dr 2a2 di G2a2

Now inserting all above calculated terms into the eigenvalue problem for 9 leads
by recognizing that

a=1,i=2(1-7)
to the eigenvalue problem
d [ do

di’ dl’:| +I’2(1— )(I)JZO

Problem 4-2

This problem is solved by the computer code provided on the internet. Please have
a look at the manual and at the calculated examples.

Chapter 5

Problem 5-1

(a) Introducing the dimensionless quantities results in

00 _ 170 e
0x  Pe? o2 072

with the boundary conditions

x=0:0=1
00
y=0:—=0
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(b)
(©)

(d)

(e)
)
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For the case Pe — oo, the first term on the right hand side of the partial
differential equation drops out and we obtain Problem 3.3.

Inserting the expression ® = f(¥)g(y) into the partial differential equation and
the boundary conditions results in the following ordinary differential equation

The temperature distribution is given by
®= Z D, cos(4,3) exp(—Ca,X)
n=1
with

2sin(4y,) . 2n—1

D, = . ) n —
Jn + sin(4,) cos(4,) g 2

;o n=1,2,3...

For small Peclet numbers the temperature distribution is changed because of
the axial heat conduction effect within the flow.

It was not physically correct to apply a boundary condition for x = 0, because
the effect of axial heat conduction will normally influence this temperature
profile. Therefore, it is only correct to prescribe a boundary condition for the
temperature for ¥ — —oo in case of axial heat conduction effects.

Problem 5-2

(a)

(b)

Introducing the dimensionless quantities results in

00 _ 1 90 &0
0k Pe? o2 0y

with the boundary conditions

lim:®@=1, lm:©=0

00
j=0:—=0
5=1:©=0,5>0 and y=1:0=1,5%<0

The axial energy flow is given for the present problem by
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With this definition, the following system of partial differential equations can
be obtained

;m i) = LS (%,7)

where the solution vector S and the matrix operator L are defined by
< _ [0G#) L Pe?  —Pe’ &
T ERn) |’ - 0
The associated eigenvalue problem is given by

As
o + [P—éz - 1} 4®j1 =0

This equation has to be solved together with the homogenous boundary
conditions

<D]’.1(0) =0, @;(1)=0
This eigenvalues problem has the solution

2 .
j~j 2‘]71

() =)=
Pe? I 2

i = Ajicos(yy), 7y =

n j=1,2,3,...

From the above relationship between y; and the eigenvalues /;, the eigenvalues
can be obtained

Pe? Pe\’ -1
A=—+ yj2+<>’ V= d m,j=123,...

(¢) The complete solution for the temperature field is given by Egs. (5.41) and
(5.43), where the above predicted eigenfunctions and eigenvalues have to be
used

=, 05 ()0 ()
%exp( + )
% o]

Phe: 1 ~) xp(}ﬁc)

0:0(57) =
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(d) Comparing the solution to the one of Problem 5.1 shows that for small Peclet
numbers there is a substantial difference in the temperature field for x/h = 1.
This is caused by the different boundary conditions used for both problems.

Problem 5-3

The matrix operator L is given for the heat transfer in a concentric annulus by (see
also Weigand et al. 1993).

Pea(7) _ Pe’, 9
L= ~ ‘il(;) 5 a (i)[(1—y)F+y] OF
M = 0)F + 741 = 20) 5 0

Using Eq. (5.93) and the above given definition of the matrix operator, one
obtains

L[ cmummq){uPeéY Per} ]
! a 1 ar(1-; — 1)+ +
(0, 1Y) = (1 —x)/ Pe; (=072 "
v a1 = e = 0F + 0 |
L[ gy {uPeéq, Pe@} ]
1 a I = (= — i +
(18, Y) = (1 —x)/ Pe, TA((-277) i
0 _4(1—1)2a2(;)2((1_l);+x)4(1 = 0ax(F)((1 = )7 + 1) @) |

Subtracting both equations, results in
1
—_— e _ —) , / / / -
(@,17) = (18, 7) = = [ (@, + &Y} + 00 + @77
0

After carrying out the integration, the results is obtained that

<6,LY> - <L6’,Y>
Problem 5-4

Multiplying the above eigenvalue problems by 8,- and 8k respectively and taking
the inner product results in Eq. (D.6)

- = — — - =
(L®), ) = (@), L84 ) = (3 — 1) (@, T (D.6)
The left hand side is given by

1
- = (Dkl n)®;, fl)+q)jl(l7l)q);(2(l7l) -
(1,8 - (803 = [ [ antovarior - omimor o)
0
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Carrying out the integration gives
- = — — 1
<L(Dj, (I)k> - <‘Dj7L‘Dk> = @;;Dyy — DDy |
Because we are considering the case of a uniform wall temperature
Dp(0) = D (0) =0, (1) =Dy (1) =0

This shows by considering Eq. (D.6) that <6j, 8k> = Ofor A; # .
Problem 5-5

For laminar pipe flow, we have to solve
- (2 [ 2 _ 5~
Y(F#) = | = [ 2(1 —s%)sdsdn + C, = P(¥) + C»
r
0 0

where

For C, one obtains

2 7

b u

For the temperature distribution for the fully developed flow we

Eq. (5.82)
o M2 T
4 " pe 24

For the laminar flow between parallel plates, one has to solve

\{j(ﬁ) = //%(1 - sz)dsdﬁ +C, = q}(fl) + G
0 0

289

obtain

(5.82)

(5.76)
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where
1 1
! / ldn / 3 (1 Y (7)dn (5.77)
— (1 —#? n .
~pe? 2
0 0

Integrating the above equations leads to Eq. (5.83).

Chapter 6

Problem 6-1

(a)

(b)

For the case of a constant heat conductivity, the equation simplifies to

>’T N T
ox2 oyt

T, and T, are both solutions of this equation. If we insert C, T} + C>T, we
obtain

T, 0T, PT, 0T,
o+ | relae t 5e) =

This shows that also the sum of the solutions C; T} + C,T5 is a solution of the
linear equation.
Now we are considering the nonlinear problem:

0 T T
9 (0T 0 (10T _
Ox \ Ox Jy Oy
We know that T and 7, are both solutions of this equation. If we insert
C, T, + C,T, we obtain

0 6T2 0 aTl
C1C28x<T18x>+C1C28 ( @y)

0 oT, 0 oT
+C1C28—y(T1 5 )+clcza (Tz 8;) =0

This shows that the sum of the two solutions is not a solution of the nonlinear
problem under consideration.
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Problem 6-2
(a) Introducing dimensionless quantities defined by

X ta k _T—Tw
L2 pe’ T To—Tw

and applying the Kirchhoff transformation

(C] (C]
Q:/kfd / +C(To — Tw)(© — 1))dO
0 0

®
= ®+C(T0—Tw)(2—®>
results in
Q. ’Q
o ox
with the boundary conditions
i=0: Q=1-=(Ty—Ty)
0Q
x=0: —=0
g ox
x=1: Q=0

(b) Using the method of separation of variables, the solution for this problem is
given by

. - 2n—1
Q= ZC,, cos(/,X) exp(—221),  Jn = n2 n,n=1273,.

Jo (1 =1C(To — Tw)) cos(A,)dx

C, = :
Jo cos?(2,X)dx

(c) The solution of the original problem can be obtained from the relationship
between Q and ©. Thus

0= 7C(TO_TW {\/zgc To— Tw) + (I—C(TO—TW))Z_(1_C(TO_TW))}
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Problem 6-3
(a) Introducing the new variables into the partial differential equation results in
do® do®
2,00\ EY 4 G
n°g' (&) a8 (3] e

(b) In order that the above equation is an ordinary equation for the temperature,
the function g(&) has to satisfy the following equation

g'(¢)
g*(¢)
(c) Solving the above given ordinary differential equation gives
1
(Ci&+C)"

= const.

g(¢) =

In this equation there are two arbitrary constants C; and C,. Selecting C; = 3
and C, = 0 gives finally

(d) The solution is given by

_ Joexp(=1/37)di
Jo exp(=1/3i%)di

Problem 6-4

(a) Introducing the dimensionless temperature into the partial differential equation
and into the boundary conditions results in

00 1 dTy)| 00 F(T,0) s

”C{ o O Tt = T0) a } = e T =1y
O(x=0,1)=1, O —o00,1)=0
Ox,t=0)=0

(b) The constant can be determined by dimensional reasoning, so that the simi-
larity coordinate is dimensionless

e X C_l
’7—\/;7 n_\/a7 _\/a
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(c) Introducing the similarity variable into the differential equation gives for the
case F(T,t) =0

1 dO t dTy d*®
2 dp Tw(t) — Ty dr  dn

From this equation, we see that similarity solutions are only possible if

t dTW
———————=const, Ty(t)—Tp=Dr"
Tw(t) — Ty dt cons w(t) = To

(d) For the case Ty = const. we obtain

1 d® &O®  F(®,1)

——p—= —n/C
> dn2+TW7Toexp( n/C)

This equation can only have similarity solutions, if the function F(®,1)
depends only on ® and not on .

Problem 6-5

(a) Introducing a stream function, defined by

oY oY
u V=——

T oy’ Ox
results in

KON PP e P
dy OxOy  Ox Oy* oo Ty TV o’

with the boundary conditions

oF oY
Y=0 T ey T
v
y — 00 8_y:u°°(x)

(b) The problem should be investigated by using the group-theory method. For
this we introduce
x=A%x, y=A"y
Y =A%, uy = A%y
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and obtain

o (QVPY OVPVY +vA2a473azg
By 0xdy  Ox Oy da dy

All exponents of A have to be the same, which means that
2003 — ol — 200 = 204 — 0 = 03 — 300

From this equation, we obtain

00 () )

Now we can establish a relation between the old and the new quantities and
obtain the similarity variables

y v

Uso
= f(n) = h(n) :ﬁZCOHSt-

12

Using the expression ., /x = C one finally obtains

1/ = \/xuCf(n C=v

where the constant C has been selected to be equal to the kinematic viscosity
in order to get the correct dimension for the stream-function (# and f being
dimensionless). Introducing the above given expressions into the partial
differential equation for the stream-function, one finally obtains

We reconsider the problem by using the method of the free variable.
Therefore, we introduce the new coordinates

X

yg(x)

=S| U
I

For the stream-function, we introduce

=G(&)f (n)
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Introducing the stream-function into the boundary conditions results in

=0: G(f(0)=0, G(&g(&)f'(0)=0
— 00 : G(£)g(&)f (00) = ux (&)

From this equation, we obtain

i — oo : f'(c0) = land G(f):ugo?g)
For the stream-function, we have
CUeo(&) 5,
<@ 1)

Introducing the new coordinates and the stream-function into the partial dif-
ferential equation for the stream-function results in

/!

ul, - u g — g - -

S (L= f2) + ==+ ff" =0
Vg Vg

e A8

*dé’ d¢

The above given differential equation can only be valid, if all dependence on &
cancels out. This means that

u _g—g'u 1 (u\
—x2__° % = ()} = const.=— (—)
8§ \8

vg3
i,
— = C, = const.
vg
Solving this equations results in
G
o =C3x"m=—"—
o =5 T00 -
0= e =), P =/

Selecting suitable constants in the above equations leads to the same similarity
variable and stream-function which has been defined under b).
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Problem 6-6

(a) Introducing the dimensionless temperature

o_ =T
Ty — Ty
results in
00 0 00
t=0: =0
x=0: 0=1
x—oo: =0

(b) Introducing the similarity coordinate n = xg(¢) into the partial differential
equation and into the boundary conditions results in

g de d

0 = Ydr

g ) dn  dn

1400

From this equation, we see immediately that

= const.

Integration of this ordinary differential equation gives

1 X

(1) Zﬁ’ n —Ta

where the free constant has been chosen to be a, so that the similarity variable
is dimensionless. Introducing the function g(¢) into the differential equation for
the temperature field results in

d® d do®
—=—|(14+b60)—
dn [( i }

1
7511 dan dan

This ordinary differential equation has to be solved with the following

boundary conditions

n=0: 0=1
n—oo: =0



Appendix E: Short Solutions of the Chapter Problems 297

Problem 6-7

(a)

(b)

(©

(d)

We assume one-dimensional, unsteady heat conduction with no source terms
in the area. Thus, we obtain from the general Fourier heat conduction equation

oT_ao(omy |k
ot rror

F—— a=—
or)’ pc

If we introduce the new temperature ® = (T — Ty)/(T; — Tp) into the heat
conduction equation, one obtains

% _ad (00
ot r2or rar

with the boundary conditions

r=r: =1

r—oo: =0
Introducing the new coordinates into the heat conduction equation results in
the following equation for ® = f()

/!

g a l
&% = re)

In the above given differential equation all functions should only depend on
the similarity variable #. Thus, one has to assume that

! r

o=
\/27’1_\/(/—12

Introducing this result in the ordinary differential equation for ® results in

=5 = const.  This results in g =
8

_%,73@/ _ (]7]2@/)/

This ordinary differential equation has the solution

o= [ eo(-4 )i
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Problem 6-8

(a) The energy equation is given in dimensionless form by

00 _ 1 90 0
U——=—5F75 + =5
0% P& ow | 0y

(b) If the Peclet number is large, the term in the energy equation prescribing the
axial heat conduction within the flow can be omitted and one obtains

00 90

“ox T o

(c) Introducing the new coordinate yy into the velocity distribution, we obtain by
omitting quadratic term

u = 41251‘/]/
(d) Transforming the y-coordinate in the energy equation results in

45 00 0’0

YW T = a3

ox Oy

(e) Introducing the new coordinates into the differential equation results in the
following differential equation for the temperature ®, if we assume that the
temperature is only a function of #

2h/

" _90 90
h4

4 7= g
n o’ o

@/ — @l/ @l

From this equation we can see that the function 4 has to fulfil the relation

/

o const. = h = C;x '3, C; = 1 (arbitarily selected)

(f) Introducing the result for 4 into the ordinary differential equation for the
temperature results in

4 2
_ @l:®//
3’7

which has the solution
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(g) The Nusselt number can be obtained as

_or h
e bl 00
T —To on

i 4
=53 / exp(—ff)dﬁ = C(Pr)x~'/3
n=0 0 9

This shows nicely that the Nusselt number depends on the axial coordinate
proportional to ¥~!/3.
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A Duct flow
Axial energy flow, 128 fully developed flow, 48
Axial heat conduction, 51, 135 laminar, 135
Axially rotating pipe, 73 turbulent, 145
B E
Bessel equation, 98 Eddy diffusivity, 93
Boundary conditions, 22 Eddy viscosity, 221
Boundary layer equations, 187 Eigenfunctions, 57
compressible, 189 orthogonality, 82
incompressible, 186 Eigenvalue problem, 13
Buckingham theorem, 194 numerical method, 241
Bulk-temperature, 61 positive definite, 55
self-adjoint, 55
C Eigenvalues
Canonical form, 15 asymptotic form, 92
Chain rule, 15 large, 91
Channel flow, 47 Energy equation, 2
laminar, 62 Energy source, 6
turbulent, 64
Chapman-Rubesin parameter, 206 F
Characteristic equations, 17 Flat plate
Circular pipe, 139 heated, 186
Classification of second order partial Flow index, 66
differential equations, 13 Forced convection, 204
Compressible flows, 150 Fourier series, 30
Concentric annuli, 167 Free convection, 198
Free variable, 202
D Friction factor, 67
d’Alembert solution, 21 Fully developed flow, 67
Differential equation
linear, 9 G
nonlinear, partial, 7 Graetz problem, 47
partial, 1 extended, 122
Dimension matrix, 194 Group-Theory, 195
Dimensional analysis, 192
Direct numerical simulation, 223 H
Dirichlet wall boundary conditions, 22 Hagen-Poiseuille flow, 74
Dissipation function, 1 Heat conduction, 26
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Heat transfer coefficient, 60

Hilbert space, 129

Hydraulic diameter, 60

Hydrodynamically fully developed channel
flow, 48

I

Illingworth-Stewardson transformation, 206
Incompressible flow, 1

Initial condition, 22

Inner product of the two vectors, 129

J

Jacobian, 15

K
Kirchhoff transformation, 181

L

Laminar channel flow, 141
Laminar pipe flow, 135
Laminar sublayer, 221
Law of the wall, 224
L’Hospital, 259

Liquid metals, 121

M

Matrix operator, 128

Mean axial velocity, 220

Mixing length model, 77
damping term, 221

N

Navier-Stokes equations, 1
Neumann conditions, 22
Normalization condition, 82
Nusselt number, 61

(0]
Ordinary differential equations, 19
Orthogonal set of functions, 58

P

Parabolic problems, 13

Parabolic type, 14

Parallel plate channel, 219

Partial differential equation, 1
elliptic type, 14
hyperbolic type, 14
nonlinear, 173
parabolic type, 14

Peclet number, 52

Index

Piecewise constant wall heat flux, 164
Piecewise constant wall temperature, 161
Pi theorem, 194

Q

Quadratic equation, 14

R

Relaminarization, 236
Reynolds analogy, 189
Reynolds number, 62
Richardson number, 77
Rotating disk, 174
Rotation rate, 73
Runge-Kutta method, 242

S
Semi-infinite body, 2
Separation of variables, 25
Shear stress, 49
Similar solutions, 191
Similarity solutions
boundary layer, 188
heat conduction, 191
Speed of sound, 6
Standard form, 14
Stream-function, 199
Stretched coordinate, 98
Sturm-Liouville system, 54
properties, 54
standard form, 94
Superposition, 7
Symmetric operator, 249

T

Thermal entrance, 48

Total enthalpy, 205
Turbulent duct flow, 145
Turbulent Prandtl number, 53

A\
Vector norm, 258
Velocity distribution, 48
Velocity potential, 6
Velocity profile

fully developed, 217

W

Wave equation, 20
Wetted perimeter, 60
WKB(J) method, 91
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